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EXECUTIVE SUMMARY

Measuring tbtal payment error in a social services
program--particularly in the Pell Grant program--is a complex
undertaking requiring a thorough understanding of the program
itself and the various methodological issues involved. 1In this
report, the issues, options, and procedures for annually measur-
ing,K overall payment error in the Pell Grant program are speci-
fied in detail. The specifications developed here draw upon the
experience gained in conducting a nat.onwide error study during
Stage One of the current Pell Grant Quality Control project.

The organization of this report follows the logical sequence
of a quality control study. After a brief introduction in
Chapter 1, each chapter is devoted to a major study phase:

o Chapter 2 presents guidelines for establishing a defi-
nition of Pell Grant payment error and examines the
critical design issues related to error measurement.

) Chapter 3 presents and compares options for selecting a
study sample and collecting the data required to

measure payment error.

o Chapter 4 specifies in detail the procedures required
to collect the data.

® Chapter 5 specifies in detail the procedures required
to create a study data base from the collected data.

o Chapter ‘6 provides guidelines for analyzing the
collected and prepared data.

The following summarizes, by chapter, the general features
of the specifications.

Chapter 2--Guidelines for Developing Measures of Errxor

° Overall payment error in the Pell program is defined as
the difference between the amount which should have
been awarded and the amount which was actually

5
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disbursed. The correct amount is based on the true :
values for the application items, enrollment status, i
cost of attendance, and the other factors which deter-
mine a student's eligibility for a grant.

Specification of operational definitions of payment
error involves several serious methodological issués.
It is important that analysts and policymakers under-
stand each of these issues thoroughly when interproting
survey findings. Each of these issues revolves avoind
the difference between "measured” error and "true"
error. The issues include:

- The distinction between investigatory and confirm-
atory measures of error

- The distinction between errors of omission and
errors of commission

- The distinction between verifiable and nonverifi-
able evidence

In order to identify corrective actions, it is desir-
able to decompose total payment error and allocate the
resulting components to specific data elements and
actors in the Pell Grant delivery system. Total pay-
ment error can be divided into two major components:
error attributable to the student and error attribut-
able to the institution. Both student and institu-
tional error can be further divided into policy-
relevant subcomponents, such as error attributable to
student misreporting of income.

Error measurement in the Pell program involves the
following three types of time-related research design
factors, all of which must be understood when planning
the data collection effort and when analyzing the
survey data: :

- The possible. impact of the timing of data collec-
tion on the ability of students or parents Lo pro-
vide accurate documentation of application data

- The impact of institutional validation and account
reconciliation on grant accounts

- The impact of Pell program procedures, from appli-
cation processing edits to account reconciliation,
on grant levels

At a minimum, the following information must be col-

lacted on each sampled recipient in order to measure
total payment error: (1) the actual Pell disbursement,

viii
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(2) the Student Aid Index (SAI) used to calculate the
disbursement, (3) the cost of attendarnce., (4) the
enrollment status (5) documentation that verifies the

. student's categorical eligibility for a Pell Grant, and
{6) documentation that verifies application data.
Items one through five must be collected from the
institution and item six from the student and his or
her parents and/or from agencies and organizations such
as the IRS. If a "post-reconciliation" measure of °
error is desired, certain information may be collected
from Program Irfcrmation and Monitoring System (PIMS)
records and from the computed applicant record main-
tained by the central application processor.

o There are two challenges to the validity of sample sur-
veys: experimental bias and nonresponse bias. Ana-
lysts and policymakers must be aware of any bias when
interpreting study findings. Assessing the existence
of experimental bias requires collection of data from
nonsampled students at selected institutions and from
students of nonselected institutions.

Chapter 3--Data Collection and Sampling Alternatives

° Four options can be identified for collecting the data
required to mersure overall payment error:

- Option 1: student record data would be sollected
by site visits to institutions., students and
parents would be interviewed in person, and docu-~
mentation would be collected by mail from the IRS
and other agencies.

- Option 2: would have the same features as Option 1
except that in-person interviews with students and
_parents would be replaced by telephone interviews.

- Ooption 3: would be a scaled-down version of
Options 1 and 2--no student and parent interviews
would be conducted.

- Option 4: would have no field work; all institu-
tional and student/parent data would be collected
by mail. '

o Although all the options have points in their favor,
Option 1 is the most desirable approach since, of the
four, it would provide the most reliable error
measures.




e Two options can be identified for selecting a nation-
ally representative sample of recipients.

- Option l: secure a iist of each institution's
reciplents and sample from each list at the study's
main office.

- Option 2: train field staff to draw a sample at
each institution.

® The number of students who must be sampled depends on
four factors: the degree of precision wanted for the
statistical inferences derived from the data; the
amount of confidence desired in these estimates; the
degree of clustering to be used; and the degree of
homogeneity within each cluster. The greater the pre-
cision desired, the larger the sample must be:; like-
AN wise, the higher the confidence level desired, the
larger the sample must be. Larger cluster sizes (i.e.,
the number of students at the same institution) make
the institutional data collection more efficient, but
there is a loss in accuracy. Higher levels of homo-
geneity among the students in each institution require
larger samples for the same accuracy.

Chapter 4--Data Collection Specifications

) The tasks, subtasks, and procedures required for com-
pleting data collection Option 1 (site visits to insti-
tutions, in-person student/parent interviews, & 4 col-
lection of verifying documentation by mail) and sampl-
ing Option 1 (select sample at project office) follow:

Task 1: Select Sample

Task 1.1: Select Institution Sample
1. Determ.ne the Sampling Frame
2. Stratify the Sampling Frame
3. Cluster the Sampling PFrame
4. Determine the Size of the Sample
5. Allocate the Sample among Strata and
Clusters
6. Draw the Sample

Task 1.2: Select Student Sample
1. Determine the Size of the Sample
2. Determine the Sampling Frame
3. Compile the Sampling Frame
4. Stratify the Sampling Frame
S. Draw the Sample

il
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Task 2: Interview Students and Parents

Task 2.1: Develop Data Collection Instruments

1. Specify Measurements and Measurement
Levels

2. List Data Needs

3. Collate Stage Cne Instruments

4. Evaluate the Stage One Instruments

5. Write Revised Draft Instruments

6. Test Instruments

7. Revise Instruments

8. Secure FEDAC Approval

9. Produce PFinal Instruments

Task 2.2: Recruit Interviewers
1. Determine Interviewer Qualifications
2. Determine Number of Interviewers Needed
3. Determine Distribution of Interviewers
4 Recruit Applicants
5. Screen and Interview Applicants

Task 2.3: Train Interviewers
1. Develop Training Manuals
2. Schedule Training and Notify
Interviewers
3. Send Training Material to Interviewers
4. Train FieldJ;upervisors
5. Train Intevrv¥iewers

Task 2.4: Contact Students and Parents
1. Draft Letters and Forms
2. Compile Mailing List
3. Send lLetters and Forms

Task 2.5: Conduct Interviews
. 1. Assign Students and Parents to
Interviewers

2. Schedule Interviewers
3. Deal with Refusals and Avoiders
4. Conduct Interviews
5. Edit Questionnaires
6. Return Questionnaires

Task 2.6: Implement Quality Control and

Supervision Plan

1. Coordinate Interviewers

2, EJdit Questionnaires

3. Verify Interviews

4. Supervise Interviewers

5. Assign New Cases

6. Control Expenses
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Task 2.7: Follow up by Telephone
1. Send Instruments to Telephone Station
2. Telephone Respondent or Interviewer
3. Code Response

Task 3: Collect Secondary Data

Task 3.1: Collect Hardcopy Secondary Data

1. Request SARs from Institutions

2. Telephone Institutions That Do Not
Respond

3. Review and Key Enter SAR Data

4. Send Release Forms and Other Information
to Students and Parents

5. Telephone Students and Parents That Do
Not Respond

6. Obtain IRS Forms

7. Obtain Tax Assessor Records

8. Obtain Documentation from Financial
Institutions

9. Obtain Documentation from Public
Assistance Offices

Task 3.2: Conduct IRS Tape Match ,
1. Create Tape to Submit to IRS
2. Submit Tape and Release Forms to IRS
3. Merge Returned IRS Tape with Study Data

Task 4: Collect Data from Institutions

Task 4.1: Develop Data Collection Instruments
1. Design First Draft of Instruments
2. Develop Cther Data Ccllection Materials
3. Contact Institutions for Field Test
4. Conduct Field Test
5. Revise Data Collection Instruments
6. Conduct Second Field Test
7. Revise Data Coilection Instruments
8. Prepare and Submit Clearance Package

Task 4.2: Schedule Site Visits
1. Send Initial Contact Letter to
Institutions
2. Send Second Letter to Financial Aid
Officers
3. Recontact Institutions that Fail to
Submit Recipient List
4. Construct Initial Master Site Visit
Schediule
Telephone Institutions to A.range Visits
Adjust Site Visit Schedule As Necessary

o\
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Task 4.3:
1.

2.
3.

Task 4.4:
1.
2.

3.
4.

Task 4.5:
1.
2.
3.
4.
5.
6.
7.
8.

9.
10.

11.
Task 4.6:
1.
2.
3.
4.

Task 4.7:
1.

2.
Task 4.8:

10
2.

Recruit Field Representatives
Advertise for Financial Aid
Professionals '

Interview by Phone

Interview in Person

Train Field Representatives

Develop Training Manuals

Contact Institutions to Arrange Field

Practice

Mail Training Manual to Field

Representatives

Conduct Training Session .

Conduct Site Visits

Prepare for the Site Visit

Meet with Financial Aid Director
Complete File Abstracts

Complete Control Group Forms
Conduct Exit Interview

Edit Completed Instruments

Complete Transmittal Form

Bundle Data and Insert in Pre-Addressed
Mailer

Seal, Tape, and Mail Data Package
Record Mailing Data and Location in
Notebook

Call Supervisors

Implement Quality Control and
Supervision Plan

Send Periodic Memoranda

Establish Telephone Schedules

Validate the Field Representative's Work
Observe Field Representatives On~Site

Follow up by Telephone

Telephone Field Representative or
Institution

Code Instrument

Debrief Field Representatives
Plan One-day Debriefing Session
Conduct Debriefing Session

Chapter 5--Data Preparation Specifications

o The tasks and procedures required to create the study
data base follow:

Task 1: Receive Data

1.
2.

Record on Master Control Log
Log onto Respondent Contreol File

xiii 14



Task

3. Scan Edit

Task

4. Batch :
5. Record on Master Control Log and Batch
Control Log
2: Edit and Code
1. Code
2. Edit

3. Conduct Quality Control Check

3: Key Enter

Task

1. Key Enter
2. Key Verify

4: Machine Edit and Update

Task

1. Run Edit Program on Keyed Data

2. Resolve Edit Failures

3. Update File

4. Repeat Edit Process Until File Is
"Clean”

5. Run Edit Program to Ensure Completeness

of Data

5: Reformat Files for Analysis Package

Task

1. Create SAS File
2. Assign Variable lLabels

6: Produce Marginal Tabulations

Task

1. Produce Statistics
2. Review

7: Merge Data Files

Task

1. Code Dependency and Marital Status
2. Prioritize Data

3. Merge Files

4. Compute SAIl and Award

8: Conduct Quality Control Case Review

Chapter 6--Gui

1. Select Sample
2. Review and Update

delines for Conducting Data Analysis

) Rule
shou
foll

s for including cases in summary statistical runs
1d be specified. These rules should address the
owing issues:

Inclusion or deletion of cases where no Pell dis-
bursements are recorded

Inclusion or deletion of cases where data collec-
tion is incomplete

Inclusion or deletion of cases wherae verification
data is incomplete

xiv
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The most important descriptive staé'stics to be pro-
duced are the univariate statistics 'which show the
incidence and general form of overall payment error.
Standard statistical software packages are able to
generate frequency distributions and other univariate
statistics and graphic representations of univariate
distributions.

The first step in investigating the causes of payment
error is to determine whether specific student, insti-
tution, or program characteristics are associated with
the incidence or size of payment errors. Bivariate
analyses—-two-way tables and statistics measuring the
strength of association between two variables--can be
extremely useful in both answering questions about
specific relationships and in exploratory data
analysis.

Multivariate analysis is designed 0 address more com—
plicated questions of relationships between error and °
characteristics of students, families, and institutions
than is bivariate analysis. Three purposes can be
served by multivariate analysis:

- Testing of a priori hypotheses
- Exploratory data analysis
- Error-prone modeling

Hypothesis testing is a methodological approach where
hypotheses and theories are subjected to real world
data in order to confirm or reject these hypotheses.
Exploratory aaalysis, on the other hand, uses the real
world data to develop the hypotheses and theories.
Error-prone modeling is a form of exploratory analysis:
however, it differs from the other two in that its pur-
pose is not to uncover relationships among variables
but rather to split a sample into groups where the
okservations in a group have as similar error levels as
possible while error levels across groups are as dis-
similar as possible.

16
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CHAPTER 1

INTRODUCTION

BACKGROUND

The Pell Gran’ program is the second largest student assis-
tance program administered by the Office of Student Financial
Assistance (OSFA). In the 1981-62 academic year over $2 billion
were distributed to roughly 2.7 million students attending eli-
gible postsecondary institutions. A program of this size carries
with it significant management responsibilities. One of OSFA's
major goals is to ensure that the Pell Grant program operates in
an efficient manner, and that available resources are allocated
properly to those students entitled to aid. Senior policymakers
in Congress, the Office of Management and Budget (OMB), and the
White House share the concern that Pell Grant funds be distri-
buted in accordance with regulations and legislation.

Quality Control (QC)--detecting and reducing error--is
essential for the Pell Grant program. One purpose of Stage Two
of the current Pell Grant Quality Control project is to desigan a
QC system to continuously measure and analyze Pell Grant program
per formance. As one component of this overall QC systeml, it
is important that ED policymakers, OMB, and Congress be provided
on a routine basis (at least annually) with a measure of overall
payment error in the program as input to policy and legislative

decisions.

lpreliminary Quality Control System Design for the Pell
Grant Program (Advanced Technology. 1982) provides a general

design for all components in the Pell Grant QC system.

1-1 17




A QC study in 1978-79 and the 1980-81 study in Stage One of
the current QC project provided such a comprehensive measure of
Pall Grant payment error. The studies, however, were in essence
"one~time-only" contracted efforts. Currently, OSFA has no on-
going system for collecting and analyzing information on overall
payment error. While OS5’A's Division of Certification and Pro-
gram Review (DCPR) performs a review function for all student aid
programs, it gathers neither the type nor the quantity of infor-
mation needed to accurately estimate total error in the program.
In addition, OSFA receives and analyzes data from the Pell Grant
application processor on application corrections made in response
to system edits and to validation of application information by
postsecondary institutions. These data, however, provide only a
very rough notion of the scope of applicant misreporting and pro-

vide no measure of institutional error.

PURPOSE AND ORGANIZATION OF REPORT

Obtaining an accurate, overall measure of payment error in
the Pell Grant delivery system is a complex undertaking. The
purpose of this report is to define the issues, options, and pro-
cedures for annually attaining such a measure. The organization
of this report follows the logical sequence of a QC study. 1In
Chapter 2, guidelines for establishing a definition of payment
error are presented. Various methodologiczul issues are discussed
including the distinction between confirmatory and investigatory
measurements, the measurement of errors of commission and omis-

sion, and the relationship between time of data collection in the

-2 18



Pell Grant delivery cycle and measurement of érror. In Chapter
3, four possible approaches for collecting the required data are
analyzed. One of the four is recommended for an ongoing measure-
ment system--a three-faceted approach which includes: (1) visits
to postsecondary institutions:; (2) in-person interviews of grant
recipients and their parents: and (3) collection of documentation
from various governmental agencies, tax assessurs, and banks to
verify student application information. Also in Chapter 3,
alternatives for selecting a recipient sample are examined, and
the relationship of recipient sample size to the precision of
estimates about error and the amount of confidence one can have
in those estimates is explored. In Chapter 4, specifications for
collec#ing data using the approach recommended in Chapter 3 are
set forth in detail. This chapter is essentially a manual for
conducting data collection. Required tasks have been identified.
Fcr each task are first, a discussion of the rationale for the
task and any important issues that need consideration in imple-
menting the task and, second, a step-by-step list of required
procedures. Chapter 5 provides det «iled specifications for cre-
ating the study data base. As in Chapter 4, tasks and procedures
are identified. Chap*er 6 provides guidelines for analyzing the
collected and prepared Pell Grant QC data. The appropriateness
and usefulness of various analytical techniques are considered.
In addition, a glossary in Appendix A defines terms as they are
used in this report. The reader may find it useful to scan the

glossary before continuing further.
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CHAPTER 2

GUIDELINES FOR DEVELOPING MEASURES OF ERROR

This chapter presents guidelines for establishing a defini-
tion of ovarall payment error in the Pell Grant program and
examines study design issues related to error measurement. This

chapter focuses on six critical areas:

® Basic Construct'for Error Meas-.:rement (What is a work-
able definition of Pell Grant payment error?)

o Issues in Establishing Operational Measures of Error
(Wwhat are the critical design issues that must be
considered?)

] Decomposition of Overall Payment Error (How can total

error be divided into policy-relevant subparts?)

[ Error Measurements over the Course of the Pell Cycle
(What are the time-related research design issues?)

) Data Sources for Pell Error Measurement (What data are
required for measurement, and what is their source?)

® Auxiliary Data Collection Requirements (What data are
needed to measure experimental bias?)

BASIC CONSTRUCT FOR ERROR MEASUREMENT

Overall Payment Error

Overall payment error in the Pell Grant program is generally
defined as the difference between the correct awards (the amount
which should have been disbursed) and the awards which actually
were disbursed to students ovaer the course of a program year.

The correct value is based on the true values for the application
items, enrollment status, cost of attendance, and the other
factors which determine a student's eligibility for a Pell Grant.
Net overall payment error is the difference between all over-

awards to recipients and all underawards, while absolute overall
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payment error is the sum of overpayments plus underpayments. As
discussed below, any operational definition of overall payment
error can only approximate "true" payment error in an entitlement
program such as the Pell Grant program. It is not feasible to
measure precisely the number or size of awards which could have
been disbursed to eligible students but were not, due to error in
ascertaining eligibility. Statistical estimates of error in the
Pell Grant program are normally limited to estimates of error for
the recipient rather than the population of eligible applicants.
Further, the precision of estimates of overall payment @rror is a
function of the extensiveness and intensiveness of the investiga-
tion of student eligibility and institutional, processor, or
vendor procedures. More stringent examination of eligibility
and/or procedures is likely to produce higher estimates of pay-
ment error. In principle, the more intensive the research into
the circumstances affecting each award, the closer the measure-
ment of error will be to "truas” error.

Error Measurement and Quality Control

"True error” may not be the most appropriate reference poiht
for a quality control system. Rather, the best measure of over-
all payment error for QC purposes should be geared to concepts of
student eligibility and institutional procedures which are amen-
able to corractive actions and can be measured accurately and
effectively. The precise definition of overall payment error in
the Pell program should be formulated so that it provides accu-
rate and reliable measures of program error which can be moni-

tored in a quality control system. The definition of overall
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payment error should include each of the components of program
error that OSFA wants to monitor and to control or correct.
Measures of the components of overall payment error, as well as
measures of cotal payment error, provide necessary data for
evaluating program performance from a quality control perspec-
tive. Systematic'use of these data wiil allow OSFA to identify
areas in need of corrective aciion, and, in conjunction with °
appropriate analysis procedures, help to establish probable
causes of error. After corrective actions have been instituted.
quality control measures will allow OSFA to measure the effec-
tiveness of corrective actions as well as to identify any new

problems arising in the Pell system.

ISSUES IN ESTABLISHING OPERATIONAL MEASURES OF ERROR

Specification of operational definitions of payment error to
be used in a quality control system for the Pell Grant program
involves several serious methodological issues. Each of these
issues revolves around the difference between "measured” error
and "true" program error. Although it may not be possible to
obtain the most accurate, or closest approximation to "true”
error, analysts and policymakers should understand each of these
issues thoroughly in order td properly analyze survey findings.

Investigatory Versus Confirmatory Measures

Perhaps the most important methodological decision to be
made in determining definitions of error in the Pell Grant pro-
gram is the decision as to whether the verification of grant

eligibility data is to be based on thorough, independent
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investigation of student and/or institution procedures. or
whether verification is designed to obtain data from students (or
institutions) which substantiate data previously supplied by
them. The first option, investigatory measurement, requires
costly and time-consuming checks of student finances including
collateral or credit checks, examination of tax files, cross
checks of educational history, and so forth. This type of inves-
tigation yould establish, with a high degree of certainty, stu-
dents' "true" financial status, family circumstances, and educa-
tional status related to Pell eligibility. Confirmatory measures
are designed only to verify that application data provided by
students or institutions can be substantiated. Thus, if a stu-
dent reports an adjusted gross income (AGI) of $10,000 in his or
her application for a Pell Grant, a confirmatory error measure-
ment procedure would involve verifying that this AGI was in féct
reported on the appropriate student or family tax form. An
investigatory procedure would determine whether this figure of
$10,000 was “he correct AGI figure. In short, confirmatory pro-
cedures are designed only to substantiate or validate data pro-
vided by applicants or institutions, while investigatory proce-
dures are designed to independently establish the facts relating
to grant eligibility. Investigatory measures Of error are there~
fore fundamentally different from confirmatory measures.

The method of comparison between reported and verified
data--investigatory or confirmatory--must be specified for each

data item being evaluated in any study of error in the Pell

<3
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program prior to the planning of data collection efforts.
Measures of error in the Pell program in 1978-79 and in 1980-81
studies were confirmatory measuvres.

Errors of Omission Versus Errors of Commission

The issue of whether data submittéd by applicants for Pell
Grants represent a true picture of their financial status in-
volves' the related questions of accuracy and completeness.

Errors of omission by applicants are those where an applicant
failed to report pertinent data. Errors of commission are those
where data were reported incorrectly. These errors are closely
related to the issue of investigatory versus confirmatory
measurement discussed above.

Suppose, for example, that a student reports only part of
net family assets. %He or she correctly reports having $2, 000 in'
a savings account but neglects to report $20,000 in a trust fund.
This student has omitted pertinent data which might never be dis-
coversd in the course of a confirmatory measure of error. The
student can confirm that the correct amount in his or her savings
account is $2,000, but if the data collector does not know that
the student has a trust fund, the issue of confirming the size of
the trust fund may never arise.

In the course of conducting daca collection for a quality
control study, interviewers should be extremely careful in phras-
ing questions so that the risk of omission of pertinent data is
minimized. Analysts should remain aware of the fact that the

verification of data submitted by students is substantively



di fferent from the establishment of the "true” data which would
include data inadvertently or intentionally omitted by students.

Finally, errors of commission (instances where students have
submitted incorrect data) wiil e caught only when verification
data ére available. 1In cases where confirmatory measures are
being used, verification d;ta can be supplied, directly or
indirectly, only by the student and his or her parents. If the
Pell applicant or his or her parents claim not to have filed an
income tax return for the pr%pr year, it is extremely difficult
to verify what the correct AGI actually is. It is far easier to
astablish a measure of error among Pell recipients who freely
provide documentation than among those who provide little or
none. Analysts should betawére of this'fact, and alternativé
approaches to estimating error among the recipient population for
whom documentation has not become available need to be given
careful thought.

verifiable and Nonverifiable Data

The Pell Grant application includes several questions which
require students to project future income and/or family circum-
stances. Perhaps the most significant of these items is the num-
ber of family members who will be attending postsecondary insti-~
tutions in the fall. Students filling out applications can make
a reasonable guess as to this figure, but often circumstances
change. Analysts may therefore wish to consider the verification
of this item in a special light and not automatically consider
discrepancies between the application figure and the actual num-

ber in postsecondary education as errors.
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Other types of estimates, such as student income data or
nontaxable income data for the coming year, are essentially non-
verifiable, in that assessing the accuracy of these estimates is
somewhat arbitrary. The figures can be verified the following
year, but it is extremely difficult, if not impossible, to estab-
lish the reasonableness of student-provided estimates. 1In any
case, such "error” is not significant in terms of award eligi-
bility or program error, since projected figures are not used in
Student Aid Index (SAI) computations. In cases where applicants

are estimating prior year income, however, error can be signifi-

cant. This happens in cases where grant applications are sub-
mitted before tax forms have been filed. In cases where tax form
data are estimated, discrepancies between application data and
tax data submitted after the application has been filed may
reflect circumstances the applicant did not anticipate, but which
nevertheless should have heen reported in corrections to the
application. Analysts may therefore choose to differentiate
error in projected data or estimated data from other errors, but
there is a strong case to be made for including any discrepancies
in estimated tax form data and subsequently filed tax form
aocumentation as application error.

The most problematic type of estimated data is the data pro-
vided by students filing special condition (or "supplemental”)
forms. These students submit that substantial changes in family
and/or financial circumstances have made their prior year's
incomes inaccurate representations of their current statuses.

Students therefore provide estimates of current year income in
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their special condition applications. Such data cannot be veri-
fied by normal procedures. Further, verification of the accuracy
of students' estimates does not have the same meaning as verifi-
cation of reports of prior year income. Matches between esti-
mates or projections and data on tax forms filled out subse-
quently probably should not require the same level of precision.
Analysts should specify how special condition filers should be
treated in error studies. If such recipients are not subject to
verificgpion it may be desirable to impute error for this sub—f
population in total error estimates for all recipients.

Types and Strengths of Documentary Evidence

Verification of student application data may be obtained
from a series of sources--interviews with parents and students,
documentation obtained from student aid files at institutions,
copies of tax forms submitted to the IRS, documentation of home
value obtained ffom tax assessors, etc. In some cases more than
one documented value for a given data element on the Pell appli-
cation will be collected. The value of measured error or. these
items will then depend on which documented value is selected as
the “"verified" value. Analysth must therefore devise an algo-
rithm to be integrated into the data analysis programs for
selecting the best information to be used in verification of
application data.

The first step in determining the priority of verification
data is to create a matrix listing all the application items down

the vertical axis and all the possible sources of verification
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across the horizontal axis. Types of verification can be subdi-
vided acceording to the strength or reliability of data collected
in a single instrument or data source if this is appropriate.
For instance, in interviews, parents can provide copies of notar-
ized forms, signed forms, unsigned worksheets, or simple verbal
assertions as documentation of'adjustéd gross income. These dif-
ferent levels of documentation may be listed as different cate-
gories across the horizontal axis. Once all the possible sources
of verification have been specified, the relative strength of
each can be ranked for each data item.) The rules for ranking
verification data should be logical and consistent but may vary
for different types of data.

General rules might be:

1. Certified IRS tax form documentation overrides non-
certified IRS data.

2 Tax form documentation obtained directly from the IRS
overrides tax form data from any other source.

3. Notarized documentation overrides nonnotarized docu-
mentation (except for certified data obtained from the
IRS).

4. Signed forms ¢verride nonsigned forms for documenting
any data element.

5. Parent data override student data on all dependency
status questions.

6. Parent data override student data on all family finance
items for dependent students.

7. Student data override parent data in questions relat-
ing to student (or student and spouse) earnings and
assets.

8. Unsigned parent or student data override unsigned data

found in student records.
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An example of a completed data source priority matrix (used

in the Stage One study) is presented in Chapter 5.

DECOMP/.SITION OF QVERALL PAYMENT ERROR

For the current Pell Grant applicant and award calculation
system the correct calculation of a Pell Grant depends on up to
35 pieces of information or data elements, enumerated in Figure
2-1. The first 24 items are used to calculate the SAI, which is
combined with the cost of attendance and enrollment status to
calculate the expected award. The last nine items are catagori-
cal criteria which must be satisfied, or any payment made is
considered to be totally in error. If the application form were
simplified, as was recommended in the Stage One QC studyl, then
fewer pieces of information would be needed to make the correct
calculation of a Pell award.

In order to identify corrective actions, it is desirable to
decompose total payment error and allocate the resulting com-
ponents to specific data elements and actors in the Pell Grant
delivery system.

There are alternative levels of decomposition, as depicted
in Figure 2-2. The first level decomposes overall error into two
major components: student error and institutional error.

Overall error is defined as the difference between the

amount actually disbursed to a student and what would have been

lpor recommendations to improve management procedures in
the Pell Grant program see Quality in the Basic Grant Delivery
System, Volume 2, Corrective Actions.
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7.

8.

9.
10.
11.
12.4
i3.
14.
15.
16.
17.
18.
19.
20.
21.
22,
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.

Adjusted Gross Income (AGI)

Taxes Paid

Medical Expenses
Father's/Applicant's Income
Motler's/Spouse’'s Income
Nontaxable Income

Family Size

Tuition

Home value

Home Debt

Other Assets

Other Debts

Business or Farm Value

Business or Farm Debt

Number in Postsecondary Education
Student's Net Assets

Student’'s Net Income

Student's Expected Income
Support, Previous Year

Support, Current Year

Claimed as Tax Exemption, Previous Year
Claimed as Tax Exemption, Current Year
Lived with Parents, Previous Year
Lived with Parents, Current Year
Bachelor's Degree (BA) '
Citizenship (CIT)

Statement of Educational Purpose (SEP)
Financial Aid Transcript (FAT)
Course Length

Eligible Program of Study

Grant or Loan Default

Half-time Enrollment

Satisfactory Academic Progress
Cost of Attendance

Enrollment Status

FIGURE 2-1

DATA ELEMENTS USED IN AWARD CALCULATION
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Most Detailed
Exrror Component Levels of Decomposition

AGI }1040_ )
Taxes Paid Error

Medical Expenses
Father's/Applicant's Income
Mother®s/Spouse's Income
Nontaxable Income

Family Size

Tuition

Home Value

Home Debt

Other Assets Net ' Student
Other Debts Worth Exrror
Business/Farm Value Error

Business/Farm Debt

Number in Postsecondary
Education

Student's Net Assets

Student's Net Income

Student's Expected Income

Support, Previous Year

Support, Current Year Dependency Total
Claimed, Previous Year Status Error
Claimed, Current Year Error

Lived, Previous Year
Lived, Current Year

J L

BA Degree BA/CIT
Citizenship Error }
Statement Ed Purpose SEP/FAT
Financial Aid Transcript Error Categorical
Course Length \Eligibility |Institution
Eligible Program ‘ Error Error
Grant or Loan Default Type III
Hal £-Time Eligibility
Satisfactory Progress Error
Cost of Attendance YCalculation
Enrollment Status and
Calculation (Accounting
Error i
FIGURE 2-2

DECOMPOSITION OF TOTAL PAYMENT ERROR
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disbursed if correct values were used for all 35 data elements.?2

Decomposition of this overall error depends on grouping the data

elements by responsibility. The student is assumed to be respon-
sible for the first 24 items {(those used to calculate the SAI);
the remaining 11 items are the responsibility of the

institution.

Student award error may exist whenever 1 of the first 24
data elements is in error. This error is allocated to the stu-
dent because these data elements are provided to the Pell deliv-
ery system by the student applicant.

Student error is the difference between two calculated pay-
ments. Both would be based on correct values for cost of attend-
ance and enrollment status and the assumption that all categori-
cal criteria are satisfied. However, one calculated payment uses
the value of the SAI on record at the institution, while the
other uses the value of the SAI based on the "best” data un-
covered through the multifaceted field work effurt. The ration-
ale here is that this difference is attributable to student error
and misreporting as it affects the SAI.3

Institution error exists whenever cost of attendance and
enrollment status are in error or when one of the nine categori-

cal criteria is not satisfied. These errors are allocated to the

2p1gebraic formulations of overall payment error and its
components are presented &s Appendix C.

3Not all student applicat.ion error affects SAI compu‘“a-

tions: only error that affects SAI computations results in award
error.
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institutions because they are responsible for either providing
these data elements or in certifying that the categorical cri-
teria are satisfied.

Institution error is calculated as the difference between
the amount disbursed by the institution and what would have been
the calculated disbursement based on the correct values of cost
of attendance, énrollment status, whether the categorical cri-
teria were satisfied, and the SAI on record at the institution.
Here any differences in SAI are held constant, and what differ-
ences exist are attributable to institutional mistakes in record-
ing enrollment status and cost of attendance, or in certifying
the satisfaction of the categorical criteria.

Student error can, at the extreme, be broken down into 24
more detailed components, one associated with each of the 24
application data elements. These marginal components represent
how payment error would be changed if only that data element were
not corrected while all other data items were replaced with the
corract or best values. It is also possible to define these mar-
ginal components as the amount payment error would be changed if
only that data element ;ere corrected while all the other data
items were not corrected.

While decomposition at the first level creates two
components--st ident error and institutional arror--which when
added up equal uverall error, this additive property does not
hold for the 24 marginal components of student error. This defi-
ciency is attributable to the interdependency of the various com-
ponents involved in the SAI calculation.

33
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As indicated in Figure 2-2, it is also possible to define
error attributable to logical and policy-relevant groupings of
application items, such as those which can be verified using an
IRS form 1040, those determining dependency status, and those
involved in the net worth component of economic resources.

There are three levels of decomposition of institutional
error. First, institutional error is separated into two compon-
ents: categorical eligibility error and calculation/accounting
error. Categorical eligiblity errors occur whenever field work
and record checks show that one or more of the nine categorical
criteria has been satisfied. At the extreme, categorical error
can be decomposed into nine separate components, one for each of
the categorical criteria. As was true for student error, it is
also possible to define error attributable to logical and/or
policy-relevant groupings of these nine criteria.

The second component of institutional error, calculation and
accounting error, occurs whenever there has been an error in
correctly recording cost of attendance, enrollment status, and
calculating and disbursing A correct award. As indicated in
Figure 2-2, calculation and accounting error can be decomposed
into three components: Zost of aﬁtendance error, enrollment
status error, and calculation error. These three components when
added tdgether are equal to calculation and accounting error.
However, categorical eligibility error and calculation and
accounting error when added together do not equal institutional

error.



It is very important when analyzing the data to remenber
which components possess the additive properties and which do
not. Confusion on this point could lead to inéorrect policy
inferences and inappropriate corfective actions.

An additional caveat concerning the error definitions dis-
cussed above is that they are based on the full annual Pell
cycle. In other words, they are defined as if the entire cycle--
from application through account reconciliation--was complete.
Annual error assessment is unlikely to be carried out over such a
prolonged period. Therefore, error measurament and definition
must take into account the differences in timing between the

measuremant of error and the Pell grant cycle, which is discussed

in the next section.

ERROR MEASUREMENTS OVER THE COURSE OF THE PELL CYCLE

Error measurement in a Federal grant program such as the

Pell program involves three types of time-related research design
factors. The first is the possible impact of the timing of data
collection on the ability of students or parents to provide Soth
accurate application and corrections data and documentation of
these data. The second is the impact of institutional validation
and account reconciliation procedures on grant accounts. Fin-
ally, Pell program procedures, from appiication processing edlts
ﬁhrough validation to account reconciliatioﬁ, result in subust=a-
tial adjustments to Pell final account figures. The first design

factor, the timing of data collection on student error meaguras,
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is diséussed in greater detail in Chapter 4, but some basic
methodological considerations are discussed below. Following
this discussion, the importance of the combined impact of inter-
nal procedures and ED procedures on error measures over the
course of the Pell cycle is briefly reviewed. Specific measure-
ment points for assessing error over the course of the Pell cycle
are then presented.

Time of Measurement and Student Error

Students normally apply for Pell Grants in winter or spring
preceding the school year for which they seek aid. As discussed
above, some students or parents have not yet completed their tax
forms at the time of application. Others may experience signifi-
cant changes in their financial circumstan.es related to their
grant eligibility between the time they file their applications
and when they receive their first disbursements. Students may
also voluntarily correct data submitted in applications because
they are incorrect either because of applicant error Or process-—
ing error. Finally, students may be required to correct appli-
cation dcta by institutions or by the Department of Education
through the validation system. Depeading on when information is
collectad, therefore, different viaws of student error might be
recorded because either (1) data to verify application data are
more readily available, which affects error measures (as just
described’ or (2) the data submitted by the applicant have

actually been changed.
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Measures of application error, i.e., comparisons of initial
application data and verified data, should be used to measure
application error. These measures are necessary for monitoring
quality of application forms ara forms processing. Measures of
student error taken after the correction; process is completed
should be used to assess the amount of error not removed by

existing program procedures.

Institutional and Program Procedures over the Course of the Pell
Cycle .

Pell disbursements are made at least twice during the course
of an academic year and frequently more often. Institutions
must follow program procedures for authorizing and disbursing
grants, as well as their own internal program accounting and
audit procedures. Reconciliation of Pell accounts may take place
at various points throughout the year. Final reconciliation data
are normally subiitted to the Department of Education following
the final disbursements in spring or summer. The Program Infor-
mation and Monitoring System (PIMS) runs institutional data on
student accounts through a series of edits designed to identify
errors in institutonal accounts reconciliation so that such
errors can be corrected. Because there is an ongoing process of
disbursements, accounts reconciliation, and review over the
course of the year, measurement of institutional error is par-
ticularly sensitive to the time factor in research design. On
the one hand, it is extremely difficult to identify procedural

arr-rs after the fact, i.e., after accounts have been reconciled.
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This is particularly true for errors related to Pell Grant eligi-
bility. 1Institutions are required to check students’' enroliment
status prior to disbursing grants. It is very difficult to go
back at the end of the yYear and determine what a student's status
at the time of disbursement was if the student drops or adds
credits later in the academic term. It may also be difficult to
determine if statements of academic purpose or financial aid
transcripts have been collected if data collection is conducted
late in the cycle, since these records may no longer be easily
accessible, particularly in highly automated systems. On the
other handoKQhat may look like an over- or underpayment at one
time may be straightened out by the end of the year. Therefore,
as in the case of student error, different measure- of
institutional error may be required for estimating overall
payment error.

Data Collection Points in the Pell Cycle

‘Measurement of overall payment error in the Pell program can
be taken at five basic points in the program cycle:

o The point at which the SAI is first calculated by the
application processing contractor using application
data and any necessary corrections. This value of the
index is deno’.ed as SAI(0).

o The point at which the Student Aid Reports (SARs) is
collected from the institution during the sampling
stage of the study. The aid index recorded at this
time is denoted as SAI(l). Cost of attendance and
enrollment status collected at that time are denoted as
COST(1) and ENROLI(1l), respectively.

o The point when data collectors complete parent and
student interviews, collect releases for copies of tax
returns, or perform whatever data collection is
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appropriate for verification of eligibility data.
These data are used to calculate a verified student aid
index SAI(2).

) The point when data collectors abstract information
from student records at the institutions. The aid
index. cost of attandance, and enrollment status col-
lected at this time are referred to as SAI(3), COST(3),
and ENROLL(3). Data should also be collected on actual
and planned disbursements, AD(3).

e The point at which institutions submit their final
reconciliation rosters to the Department of Education.
values for the aid index, cost of attendance, enroll-
ment status, and actual disbursements collected at this
time are denoted as SAI(4), COST(4), ENROLL(4), and
AD(4), respectively.

The specifications for developing measures of overall payment

error from these data are described below.

DATA SQURCES FOR PELL ERROR MEASUREMENT

As discussed in the previous two sections, error measurement
and definition depend on the timing of data collection and the
intensiveness of data collection. Intensiveness of data collec-
tion affacts which components of overall paymént error can be
assessed. In this section the data requirements for alternative
error definitions are described.

Decisions concerning error definitions for annual assessment

of overall error would include:

o Whether measurement should be before or after reconcil-
iation, or both

® Whether total error should be broken down into student
and institutional components

® Whether student error should be further broken down
into item or marginal impacts and item error ratas

o Whether applicatioun item error rates should Dbe
measured

39
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o Which items should be verified

) Whether institutional error removed through reconcil-
iation should be assessed

Five sources of data can be defined:

) Computed applicant record from the central procegsor

® Verification of application i1aformation directly from
the students and parents during interviews or indirect—
ly from agencies such as the IRS

o Institutional copies of SAR used for disbursement

o Institutional record abstracts used to verify institu-
tional data

® Reconciliation roster data submitted to ED

Figure 2-3 indicates the relationships between data ele-
ments and data sources. For example, information on an individ-
ual recipient’'s cost of attendance is collected either at insti-
tutions or from PIMS's reconciliation roster.

Figure 2-4, Matrix of Outcome Measures and Data Sources,
identifies the data collection sources required for the alterna-
tive error measures. Entries in the table indicate the nature of
the data required for the measure. For example, estimation of
pre-reconciliation, total award error requires student inter-
views, institutional record abstracting of data on disbursements,
cost of attendance, enrollment status, and categorical items.

As indicated in the table, most measures require data from
students and parents and institutional visits. However, if a
restricted error definition, such as tax form error, was used,
the student/parent data collection could be restricted to secur-
ing tax form releases. Various data collection options are dis-

cussed in more detail in Chapter 3.
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DATA SOURCES
-

CENTRAL PROCESSOR STUDENTS/PARENTS INSTITUTIONS ' PIMS
Student /Parent Institutional
Computed Interview and Institutional Record
DATA Applicant Verification of Dicbrrsement Abstract Reconciliation
ELEMENTS Record Application SAR Verification Roster
Income X X
Ex penses X X
Wealth X X
Status X : X
Y Family Size X X
~N Structure
[,V
Student Aid X X X X
Index (SAI) -f;
Cost of > » X X
Attendance
Enrollment X X X
Status
Categorical X X
Rules
(9 items)
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DATA SOURCES

INSTITUTIONS PIMS

verified Disbursement

Reconciilation
SAR vYoritied Roster

CENTRAL STUDENTS/
OUTCOME MEASURES PROCESSOR PARENTS
Computed
App!icant Record Dats
First Last
Total Award Error
Pre=reconciiiation X
Post-reconci liation X
Student Error
Tota! Pre-reconciiiation X
Total Postereconci|iation X
Item Impact 3 X
Application Error X X
Final |tem Error X X

Institution Error

Total Pre-reconcilistion

et

Total Post-reconcliiistion

Categorical Error
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AUXILIARY DATA COLLECTION REQUIREMENTS

Two challenges to the validity of sample surveys are:

e Experimental Bias

o Nonresponse Bias

There are two aspects of experimental bias which might
affect survey results given a two-stage (school-student) sample
selaction. PFirst, schools selected in the first stage may alter
their behavior such that their error rates are improved when
compared to schools not selected. Second, selected students may
likewise behave differently from nonselected students.

Behavioral differences, or experimental bias, were measured
in the Stage One study as differences in corrections behavior.
If students were reacting to selection, one would expect fewer
corrections which increased eligibility Qnd/or more corrections
which decreased eligibility. Similarly, one would expect
Qelected institutions to encourage this type of student behavior.
while it is not possible to measure the extent of experimental
bias, one can assess its existence by contrasting the corrections
behévior of selected students at selected institutions with all
students at selected institutions and by contracting corrections
behavior of students at selected schools with students at non-~

selected schools.
These éontrasts require drawing two additional samples:
o Students at nonsalected institutions
o Nonsampled students at selected institutions
,Additional data collected for these two samples (and for the

sampled students at selected institutions) would involve the



central processor's computed applicant file. This data base
would be used tordevelop profiles of corrections behavior for the
three groups. The profiles would encompass the number of correc-—-
tions and eligibility consequences of these corrections.

The second validity challenge, nonresponse bias, can be
addressed in the same way it Gas for the Stage One study. Unlike
most surveys, the Pell QC study allows the gathering of consider-
able information for nonrespondents. This would include income,
wealth and family demographic data from the application, payment.
or award amounts, corrections behavior, and institutional data.

Profiles of respondents and nonrespondents along these
dimensions can be compared in order to assess the degree to which
respondents differ from nonrespondents.

If the differences are significant, and the response rates
differ across groups, the profiles can be used to make detailed
adjustments for nonresponse bias. In addition to these correc-
tions, sensitivity analysis can be performed to assess the
impacts of the various assumptions which might be made concerning

aerror levels for nonrespondents.
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CHAPTER 3

DATA COLLECTION AND SAMPLINé ALTERNATIVES

Once decisions have been reached about a definition of pay-
ment error, the components of that error to be measured, and the

types of data required for such measurement, the following issues

must be considered:

o Data collection alternatives (What is the best way to
obtain the desired error measures?)

[ ) Sample selection alternatives {(What is the best method
for selecting a nationally representative sample of
recipients?)

) Sample size iﬁplications (what are the required sample
sizes, given varioue levels of confidence and
precision?)

DATA COLLECTION ALTERNATIVES

At a minimum, the following information must be collected on
each sampled reéipient in order to measure total Pell Grant
error:

1. Actual Pell Grant disbursement

2. SAl used to calculate disbursement

3. Cost of Attendance

4. Enrollment Status

5. Documentation that verifies student's categorical
eligibility for the Pell Grant

6. Documentation that verifies application data

Required data items one through five--disbursement, SAI, cost,

enrollment, and eligibility--must be collected from student
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records at institutionsl and requiredlitem six--documentation
that verifies application data—-must\be collected directly from
the student and parent and/or from agencies and organizations
such as the IRS, tax assessors, and so on.

Foﬁr discrete approaches for collecting the required infor-
mation can be identified. The four data collection options are
distinguished by the method by which data are collected: in-
person data collection, telephone interviewing, and mail survey.

These options are presented in Figure 3~1l. 1In Option 1,
student record data ‘(required items one through four) would be
collected by site visits to institutions, and student/parent data
(required item six) would be collected by in-person interviews
and by mail from the IRS and possibly from other agencies and
orgagizations. Option 2 would have the same features as Option 1
except that in?person interviews with students and parents would
be replaced by telephone interviews. Option 3 would be a scaled-
down version of Options 1 and 2: no student and parent inter-
views would be conducted. Option 4 would have no field work: all
institutional and student/parent data would be collected by mail.

In Figure 3-2 the four options are compared according to
their ability to meet the following objectives for an ongoing
Pell Grant error assessment system:

o Minimize Financial Cost

) Maximize Reliability of Error Measures

lThis assuines a pre-reconciliatiorn measure of error (see
Figure 2-4). For a post-reconciliation measure the disbursement
SAI would be taken from the PIMS reconciliation roster.

3=-2

47



€-t

Institutional Da‘a
Collection

Student/Parent
Primsry Data
Collection

Student/Parent
Secondary Data
Col lection

o
(a

OPTION 1

Visits to Institu~-
tlons

in=person Interviews
with students and
parents

Col lectlion of release
forms from students or
parents and colfection
of vorifying documon-
tatlion by mall from
agency/organizatlon

OPTION 2

Visits to Institu-
tions

Telephone Interviews
with students and

parents

Collectlion of release
forms from students or
parents and col lection
of verltylng documen-
tation by mall from
agency/organi zation

FIGURE 3-1

DATA COLLECTION OPTIONS

OPTION 3

Visits to Institu-
tions

Col tectjon of release
forms from students or
parants and col lection
of verlifying docuwen-
tation by mail from
agency/organi zat fon

OPTION 4

Cotlection of iInstitu-
tion dats (actual dis-~
bursement, enrof iment
status, SAl, cost) by
mall from institution

None

Collection of release
forms from students or
parents and collection
of verifyling documen-
totion by mall from
agency/organi zat lon
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Objectives:

Miniml ze Fedeoral
Cost

Maximlize Rellabiifity
of Error Measures

Maximlze Precision
of Error Estimates

OFTION 1

Most cortiy option,
High costs assoclated
with frave! and time
spent conducting ln-
person sfudent/pareat
Iinterviews. In con-
trast to telephone
interviews, In-person
interviews gonerally
require more know-
ledgeable and rell-~
able interviewers,

‘High reliabliity since

voritying documenta-
tion on ali 24 appli-
cation |tems used fo
calculate SAl collect-
ed durlag in-parson
Interviews, institu~-
tional visits, and
from secondary sow ces

Sample slize i3 a
doterminant of accwwr-
acy {see fFigure 3-3A-
3-30), To reduce
travel costs, reclp~
font sasple would have

OPTION 2

Less costly than
Option 1,

Costs assoclated with
telephone interview-
ing (person hours an(
telephone bilis) are
lass thaa costs asso-
clated with In-por\san
Interviewing (person-
hours, transporta-
tion, lodging),

Lower soliabliity than

Option 1 since, with-

out in-person inter-
views, consldorably
fess documentation
col lected, Would have
to rely on a limited
student error detinl-
tion, e.g., student
error based on tax
return error

Essentlally same as
Option 1, HNowaver,
with no in-person
student/varert Inter-
viows, the need fo
clustor Institutions

FIGURE 3-2

OPTION 3

Less costiy thaa Op-
tion | and Option 2,
With ao student/
parent |aterviews,
major costs arilse
from time and travel
for institutional
visits,

{Same as Option 2)

{Same as Option 2)

SUMMARY COMPARISON OF DATA COLLECTION OPTIONS

OPTION 4

Least costly option,
No travel costs,
Generally, mail
surveys can rely on
lower salaried cler!-~
cal staff, whereas,
flotd dAta colfection
roqulires more know-
fedgeable and exper-
fenced personnel,

Low Rellabiiity,
Would have to rely on
{imlted student error
definition, Date
recelved by maf! from
Institutions would be
unverffled,

With no travelling,

no clustering needed,
This would eliminate
the undes irable

design ef focts of
cluster samp!ing,
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Maximize Preclsion
of Error Estimates
{Continuead)

Maximlzo Response
Rate

Ensure Collection
of Ancliftlary QC
Data'

OPTION 1

to be clustered,
Clustering tends to
reduca accuracy of
ostimates.

Reiatively high

response rate w!th
In-person student/
parent Interviewing

Could be collected
through Interviews
and flle reviews
at institutlons and
Interviows with
students/parents

OPTION 2

geographically to
reduce trave! costs
not as great, Note:
Given a set budget, &
larger sample could be
drawn under this op-
tlon than under Option
| since phone Inter-
viewing Is less costly
than In-person Inter-
viewing,

Response would tehd
to ba lower than In
Option 1, Someo
students would not
have telephones,

(Sama as Optlon 1)

OPTION 3

Response would tend
to be lower than In
Options 1 snd 2, un-
less the mall survey
wvere followed up
8ggressively by
telephone calls.

Could be cof lected
from Instltutlions,
but not from
students/parents

oPTION &

Note: Glven a set
budget, a much larger
sample could ba drawn
undoar this optlon
than under any other
option since dsta
coflectlon costs are
lowest,

(Sm. as Option 3)

Unfess this option
included s mail sur-~
vey of Institutions
and parents, it could
not be collected.

Vancit fary QC data Include data not needed to measure error, For axample, data col lected to ascertain the reasons for payment error
are considered oancillary QC dats.

ohg
v

FIGURE 32 {(Cont'd)

SUMMARY COMPARISON OF DATA COLLECTION OPTIONS
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Minialze Burdon on
Respondents

Minimize Timo-frame
tor Data Collection

W
1
o))

Maximize fFeasibiilty
ot Devaloplng ED
in-tHouse Capabl ity

OPTION 1

Time burden on In-
stltutional person-
nels 1-6 hours, Time
burden on students/-
parents: 2-4 hours,

Depending on saaple
slze, samplling method,
statf size, and other
factors, 4-8 months
requlred to select
sample and complete
col lection of data

With training and
specifications, Insti-
tutlonal visits could
be conducted by DCPR
program reviewers.
Considerable costs
would be assoclated
with developing
natfonwide student/
parent Interviewing
capabl fity.

Minor costs would

be associated with
developing mall survey
capadl {1ty

OPTION 2

(Same as Optlon 1)

Shorter perlod of time
than Option 1: 3-5
months depending on
samp le size, sampling
method, staff size,
efc, Unanticlpated
problems such as
In¢lomont weather do
not disrupt phone
interviewing schedule
as they might in-
person Interviewing
scheduleo,

Essentially same as
Optlon 1, however,
dove lopment costs for
phone Inferviewing
would bo fess than for
devetoplng in-person
interviewing

capabdf fity

FIGURE 3-2 (Cont'd)

dros

Institutlon burden
same as Option 1
student /parent burden
much lass than In
Options 1 and 2

(Same as Option 2)

¥ith no student/parent
Interviews, dovelop-
ment costs would be
ralatively minr

SUMMARY COMPARISON OF DATA COLLECTION OPTIONS

OPTION 4

Institution burden
potentlally greater
than In Options 1-3,
Student/paraent burden
samo as Optilon 3,

Shorter perjod of
time than Options
1~3: an estimated 2~9
months depending on
statf size, sasple
size and other
factors

(Same as Option 3)

-
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o Maximize Precision of Error Estimates
o Maximize Response Rate

) Ensure Collection of Ancillary QC Data
) Minimize Burden on Respondents

o Minimize Timeframe for Data Collection

o Maximize Feasibility of Developing ED In-House
Capability

Option 1

This optioﬁ would he essentially the same as the approach
used in the Stage One study and would include visits to insti-
tutions, in-person student/parent interviewing, and data collec-
tion by mail. It would be the most costly of the four options
since there are major costs associated Qith nationwide in-person
interviewing. These costs include travel, lodging, salaries, and
per dieﬁ for field workers as well as salaries for support staff.
This option also would require the longest period of time to
implement. Even with a small sample, a minimum of four months
would be required to select the sample and complete the data
collection.

ED's Division of Certification and Program Review (DCPR)
program review staff, with training and specifications, could
conduct the institutional site visit component of this option.
However, it is very unlikely that ED, in the short-term, could
develop an in-house cabability to conduct in-person student and
parent interviews. Interviewing a nationwide sample of parents
and students requires a nationwide network of interviewers such

as Westat used in the Stage One study.

VA



In spite of these drawbacks, this option, of the four, would
provide the most reliable error measures and the most useful
information for corrective action decision making. As discussed
in Chapter 2, the reliability of the error measures depends in
large part on the extensivenaess and intensiveness of the data
collection. Por example, to measure student error properly.
verifying docusentation of all 24 application items used to
calculate the SAI must be collected for each recipient in the
sample. Interviewing students and parents in per;on, unlike
interviewing by telephone or not interviewing at all, would
ensure collection of a substantial-amount of valid verifying
documentation of application items. Of the four options, this
option is the most extensive and intensive and thus would give
the most accurate reading of program error.

Option 2

In this option, students and parents would be interviewed
over the telephone rather than in person. There are several
operational advantages to interviewing by telephone. First are
cost considerations. Some telephone interviews are similar in
cost to personal interviews if the survey requires long distance
dialing between nine to five and involves a lengthy interview
and/or requires talking with a number of people before the target
respondent can be identified. However, these situations would
probably not apply to a Pell Grant error study and therefore it
is likely that, in this case, the telephone interview would cost
less than the in-person interview. Second,‘telephone inter-~

viewing can be conducted in a much shorter period of time than
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in-person interviewing. PFinally, unanticipated problems such as
staff attrition are controllable if the survey is a telephone
survey instead of a personal interview since problems can be
immediately identified and solutions can be quickly implemented.

There are disadvantages to interviewing by telephone.
First, many respondents would not have telephones or could not ﬁe
reached easily by telephone. Second, and more important, tele-
phone intervigwing would require that the study rely heavily on
obtaining documents from a secondary data source (i.e, IRS, tax
assessments, bank, public assistance offices, etc.) since ih—
person visits to view verifying documentation would not be con-
ducted. Therefore, error measures under this option would be
less reliable than under Option 1 sincé‘they would more than
likely be based on an incomplete set of data.
Option 3

In this option, students and } ents would not be inter-
viewed. This option has the same strengths and drawbacks as
Option 1, the major strength being itsrrelatively low cost and
the major drawback being that all verifying documentation of
student application information would come from secondary
sources} This option has one additional drawback. With no
student.and parent interviews, data that could be valuable to
corrective action decision making would not be gathered. For
example, in the Stage One study, valuable insights into the
sources of student payment error were obtained during the student

and parent interviews.
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Option 4

In Options i, 2, and 3 institution data would be collected
through site visits. In Option 4, howaver, the required insti-
tution data would be collected by mail by providing each sampled
institution a set of detailed specifications for abstracting
information from the sample& recipients’' files. This option has
several operational advantages over the others. First, with no
fiald work, it could be conducted at a relatively low cost.
Second, the recipient sample would not need to be clustered, thus
eliminating the undesirable design effects of cluster sampling.
Third, ED in the short term, with relatively little investment in
new staff, could develop an in-house capability. There are two
serious drawbacks in collecting institutional data by mail.
'First, the burden on institutions could be significantly greater
than in the other options. Second, and more important, data
raceived from institutions on sampled recipients would be unveri-
fied. This would detract significantly from the reliability of
the error estims’es.

Recommendation

This ass 'ssment of the four options indicates that Option 1
is the desirable data collection approach for an annual assess-
ment of Pell Grant error. It has by far the most potential of
the four for providing accurate and reliable error measures. In
Chapter 4, technical specifications for this approach are set

forth in detail.



SAMPLE SELECTION ALTERNATIVES

Although the principle determinant of the accuracy'of infer-
ences based on a sample is the number of cases included in the
sample, the way in which a sample is selected also affects
accuracy. Clustered samples will usually be less accurate than
unclustered ones because the clustéring process itself is a
potential source of error.

Therefore, the most accurate estimates would be based on a
sample of all Pell Grant recipients, in which each recipient's
chance of being included would be equal, not dependent on asso-
ciation with a cluster, such as attendance at a particular insti-
tution. Such a sample could be drawn at any time from the PIMS
recipient file. A simple random sample of those whose SAR data
have been entered as of a certain date could be of any size.

This sampling method has two disadvantages, however. Since
it is not clustered, practically every medium or large institu-
tion, and many small institutions, would be represented, most of
them by only one student. Institutional data collection would
involve visits to sO many institutions as to be completely unfea-
sible. The students themselves would also be extremely disbursed
geographically, which would make interviewing them also unfea-
sible. Therefore, an unclustered sample woulid only be used in
conjunction with a data collection procedure that involves visit-~
ing neither institutions nor students-~-in other words, Option 4.

1f the student/parent sample is to be clustered at institu-
tions, a two-stage sample nust be drawn. First, a sample of

institutions must be drawn from the universe of eligible
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institutions; then a sample must be drawn of the recipierts
attending those institutions. One way to do this is to secure a
1ist of each institution's recipients and sample from each list
at the study's main office. That is the procedure specified in
Chapter 4. The advantages of the procedure are that the sampling
process is entirely under the control of the QC project staff,
and the sample can be drawn before the institution site visits
are made. However, there is a burden on the institutions, which
must list all their Pell recipients by name with their grant
amounts, addresses, telephone numbers, and Social Security num-
bers: and a considerable administrative burden on the prqject
office, which must compile all the lists, pester laggard insti-
tutions, and draw all the samples.

An alternative method of drawing a clustered sample is to
leave it up to the site visitors. They would be trained in the
sampling nathod to be used and told how many recipients to sample
from each institution. Upon arriving at the institution, the
site visitor would draw the sampie from a list of the recipients
prepared by the school.

This method was used during the fall, 1982 validation evall-
ation to draw a sample to be used then and for the spring, 1983
data collection for Phase Three of the Quality Control Project.
The overall sample was allocated among institutions based on
measures of size from the previous year (as would proﬁably have
been done no matter how the sample was drawn). A systematic

selection interval was calculated for each institution which



produced the desired number of respondents, and then a random
start number was assigned. From the interval and start number, a
sampling worksheet was composed which listed the sequence numbers
of all the recipients to be sampled from each institution,
assuming that the recipients could be numbered consecutively
starting with "1" at each school in the sample.

Y. Oblems arose with this method when the field staff tried
to get lists of recipients at the institutions. Because the
sampling method had been worked out too 1ate for the list to be
requested in the initial letter to the institutions, each insti-
tution was asked during the scheduling telephone call to compile
a current list of paid Pell recipients and have it ready for the
data collector on arrival. However, the instructions to the
telephone staff were not extensive enough to éover some unusual
situations: sometimes explicit instructions about what the list
should contain could not be given over the telephone. Moreover,
many institutions either could not compile a list which would
meet the project requirements, or were unwilling to take the time
which would have been required.

Therefor the site visitors were confronted with a great
variety of lists and, at many institutions, no list at all.
Frequently, the list which was avai.able included people who were
not part of our study, such as recipients or aid other than Pell
Grants, or of aid applicants who had presented valid SARs but
had, finally, not enrolled in the institutions. The data collec-

tors had to examine éuch lists and delete the irrelevant entries.
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At some institutions, this could be done only by consulting other
records or lists which -were not in the same order. In those
cases, it was necessary to take a preliminary sample with the
knowledge that it included people who were not subjects of the
study and would, therefore, be longer than desired. Only the
records of these persons would be checked to delete the ineli-
gibles and arrive at a valid sample. If data institutions had
not compiled lists, collecters were to do this manually in order
to document fully the sampling procedure.

Each of these different procedures was often very time con-
suming. Compiling lists where none existed was quickly found to
be impracticable at all but the smallest institutions. Data
"collectors counted through stacks of SARs, drawers of file
folders, or boxes of file cards to draw samples. From a pianning
perspective, the most severe problem arose when data collectors
had to compile or edit lists. It was impossible to tell in
advance if this was the situation at a given institution. At
some institutions, compiling the list and drawing the sample took
all the time scheduled for the entire data collection. Data col-
lectors were forced to stay an extra day at some of these insti-
tutions, in which case other parts of their schedules were
rearranged or a special "floater" was sent in to complete the
scheduled visitﬁ.

Another problem encountered in drawing the sample in the
field was caused by multi-campus institutions with decentralized

record systems (each campus keeping all the records for its
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recipients) that filed a single Progress Regort. S}nce Progress
Reports were use& to draw the sample of instituti&n;, it was not
possible to draw a single campus in advance. When scheduling
these visits it was also difficult to detérmine whether the
required information was kept at the main campus or the branch
campus. Thus, in some instances data collectors arrived at a
campus only to find that the records of some students were else-
where, even in another state. Subsampling procedures, shich
involved getting a count 0of the number of recipients or siudents
at each campus and consulting with the project office by tele-
phone, had to be developed after the data collectors had gone
into the field. In one case this resulted in the selection of a
campus in another state. The financial aid administrator had to
fly to the site and the “floater" data collector and a member of
the central project staff had to be sent in to collect the data.
In other cases problems arose when the branch campus selected
was not expecting a visit because the notification letter had
bean sent to the main campus.

Timing is another problem with this method. The site visits

must be completed before initiating, student/parent data collec-

tion. However, the institution visits cannot be made until late
in the spring (April and May), after final payments have been
posted to student records (otherwise, one would not know how much
money a student actually received). Obtaining the student sample
in April or May v uld require interviewing the students in the

summer. That would be a year or more after many of them had



filled out their Pell applications. Moreover, many of the
addresses on the institution's records and on the SAR would no
longer be valid, requiring a major tracing effort and a large

increase in the number of unlocatable students. (Even if the

parent, address did not change, some students would be spending at

'least part of tha summer elsewhere, and most graduating seniors

would have found jobs and established their own households.)

The only readily apparent solution to this problem, other
than securing sample lists by mail as recommended, is to send
specially trained samplers to the institutions in the fall. 1In
effect, this is what was done in the fall of 1982, however, the
sampling was combined with a special data collection done to
evaluate validation procedures. To send people out only to col-
lect the sample would be too expensive when compared to the

recommend 2d method.

SAMPLE SIZE IMPLICATIONS

The number of students who must be sampled depends on four
factors: the degree of precision wanted for the statistical
inferences derived from the data; the amount of confidence
desired in these estimates (the significance level):; the degree
of clustering to be used; and the degree of homogeneity within
each cluster. Figures 3-3A through 3-3D at the end of this chap-
ter show the number of recipients needed to achieve some common

precision and confidence levels assuming specified cluster sizes
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and degrees of intracluster homogeneity. The table entries are

calculated fraom the formula

V2 + (1-p) ta
n = e 1+ p (ne-1)
- P - half width
where:
n = the number of cases required
p = proportion of cases with error
v2 = the relative variance of the means of the cases
e with error
p = the intracluster correlation
Ne = the number of cases in each cluster, i.e., the
number of students at each sampled institution
t = the standard normal deviate associated with a

particular confidence interval

The first two tables are based on the gs;umption that intraclass
correlation is quite low (P = .1), that is, that the students
at each institution differ considerably among themselves. 1In the
last two tables, 2 higher intraclass correlation (P = .5) is
assumed, that is, there is significantly less variation among the
students at each institution. In Figures 3-3A and 3-3C it is
assumed that an average of'only 5 students are selected from each
sample institution; in Figures 3-3B and 3-3D it is assumed that
15 students are selected from each sample institution.

Within each table, four precision levels and four confidence
levels are given. The precision level is how close the estimate
made from the sample must be to the true value, which one could

determine only by collecting data from every recipient or his.
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barents. These precision levels are expressed as proportions of
the sample mean. For instance, if one had an average error of
$§100, a precision level of .10 would indicate that the actual
mean is $100 + .10 ($100), or between $90 and §$110; a precision
level of .025, on the other hand, would indicate that the mean is
$100 + .025 (§100), or between $97.50 ard $102.50. The precision
level ‘is also called a 'hﬁlf width* “ecause it is half as wide as
the range within which the population value probably falls
(because it is both added and subtracted to the sample value).
The confidence level indicates how sure one can be that the popu-
lation value actually falls within this range, expressed as a
probability. Thus, a confidence level of .975 indicates that
there is a 97.5 percent chance that the population value is equal
to the sample value plus or minus the precision level:; if 200
different estimates were made at this confidence 1;;e1, only 5 of
them would differ from the true population value by more than the
pracision level. At the lowest confidence level given, .90, 1 in
10 of the estimates would be off by ;ore than the precision
lavel.

Within each table it is obvious that the greater the preci-
sion desired (expressed by smaller half-widths), the larger the
sample must be; likewise; the higher the confidence level
desired, the larger the sample must be. These two requirements
are cumulative, so that if both greater precision and higher con-

fidence are desired, the sample must be very large indeed (note

the lowest left-hand box in each table).
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Cluster size and intracluster correlation also affect the
required sample size. Larger cluster sizes make both the insti-
tutional and the student/parent data collection more efficient if
visits are involved, but there is a loss in accuracy, expressed
in Figures 3-3B and 3-3D by larger required sample sizes for the
same precision and confidence levels. Higher levels of homogen-
eity amdn% the students in each institution (expressed by higher
values of p ) require larger samples for the same accuracy. As

with precision and confidence levels, the effects of cluster size

\ o,
“\anaxintracluster homogeneity are cumulative, so that botlh a large
. v‘ .\

éiustéw éize and a high level of hombgeneity within clusters
rea\}res the largest samples. Since these effects are also
cumui tive with precision and confidence effects, the largest
samp;:\ipthe Figures is that required for high precision
(half-width = + .025), a high confidence level (confidgnce level
= .975), a large cluster size (nc = 15), and a high intraclass
correlation (p = .5);: this is the entry in the bottom left cell
of Figure 3-3D, a sample of 64,225.

For the purpose of calculating sampling error, a subsample
can be treated as an independent sample = ‘cm a smaller popula-
tion. The principal determinant of the accuracy of any sample or
subsample is the sheer size of the sample; the proportion the
sample bears to the population is largely irrelevant unless the
proportion is very large (generally on the order of 20 percent or
more), much larger than would be practicable for the Quality Con-~

crol Project. Since any subsample must be smaller than the



sample of which it is a part, estimates based on subsamples will
be less accurate than estimates based on the entire sample except
in highly unusual situations not likely to be obtained for the
Quality Control Project. In other words, conclusions about
subgroups of Pell Grant recipients not filing 1040s or 1040As,
must be less certain than conclusions about all Pell recipients.

For example, if the cluster size were limited to 5, and the
intraclass correlation was low (P = .l)~-as shown in Figure
3-3A~--a sample of 2,397 would be large enough ;or 95 percent con-
fidence and a precision level of plus or minus 5 percent. Sup-
pose, however, that 25 percent of all recipients did not file an
IRS return. A sample of 2,397 would include about 599 such
people. But Figure 3-3A shows that with only 599 cases, one
could be only 95 percent confident in a precision level of plus
or minus 10 percent of the sample value. In other words, esti-
mates for non-filers alone would only be about half as accurate
as estimates for all students (including non-filers).

This phenomenon also applies to groups which are smaller
than the full sample because of inapplicable or missing data, or
to conclusions about causes of error which are based only on
recipients with that error rather than on all recipients. For
instance, only 23 percent of all recipients in the 1980-81 study
sample had hard documentation of home debt. Error estimates for
this group “alone would be only about half as accurate as esti-
mates for all recipients. For some application items, the pro-

portion with documentation was only about one percent. Ervor



estimates for these groups, if based only on recipients with
documentation, would be only about one-tenth as accurate as esti-
mates based on the full sample.

In summary, follow these three steps to© calculate the

accuracy of making estimates about a subgroup or subsample.

1. Estimate the size of the subsample. (For example, if
one knows that the subsample is 50 percent of the full
sample and the size of the full sample is 1,000 the
estimated size of the subsample is 500.)

2. Determine the cluster size and interclass correlation.

3. Locate the subsample size on the appropriate table

(Figures 3-3A and 3-3D) and find the confidence and
precision levels.

| o




Half-width Confidence Level

Pre‘c):ision .975 .959 . 925 . 900
+ .10 - 783 599 494 425.
+ .075 1,392 1,065 879 755
+ .050 | 3,131 2,397 1,977 1,€99
+ .025 12,524 9,589 © 7,908 6,795

. FIGURE 3-3A

PRELIMINARY ESTIMATES OF
REQUIRED RECIPIENT SAMPLE
SIZES ASSUMING THAT
p = .1
ne =5
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Half-width Confidence Level j

. preiision .975 .950 .925 . .900
+ .10 1,340 1,026 846 7 727
+ .075 2,382 1,823 1,504 1,292
+ .050 5,359 4,103 3,384 2,908
+ .025 21,435 16,411 13,535 11,631

- FIGURE 3-3B

PRELIMINARY ESTIMATES OF
REQUIRED RECIPIENT SAMPLE
SIZES ASSUMING THAT

p = .1

ng = 15
3-23 o,
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Half-width Confidence Level

Pregision .975 . 950 .925 .900
+ .10 1,676 1,283 1,058 909
+ .075 2,979 2,281. 1,881 1,617
+ .050 N 6,704 5,132 4,233 3,637
+ .025 26,814 20,530 16,932 14,549

FIGURE 3-3C
PRELIMINARY ESTIMATES OF
REQUIRED RECIPIENT SAMPLE
SIZES ASSUMING THAT
p = .5
ng = 5




‘ Confidence Level

Half-width
or
Precision .975 .950 .925 . 900
+ .10 4,014 3,073 2,535 2,178
+ .075 7,136 5,464 4,506 3,872
+ .050 16,056 12,293 10,139 8,712
+ .025 64,225 49,172 40,556 34,848
FIGURE 3-3D

PRELIMINARY ESTIMATES OF
REQUIRED RECIPIENT SAMPLE

SIZES ASSUMING THAT

p = .5
ne = 15
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CHAPTER 4

DATA COLLECTION SPECIFICATIONS

OVfRVIEW

In Chapter 3 it was recommended that ED collect data for an
ongoing annual assessment of error using a three-faceted
approach: visits ‘to institutions to collect information from
student aid files, field interviews of Pell Grant recipients and
their parents, ané collection of verifying documentation by mail
from organizations such as the IRS, banks, public assistance
offices, and tax assessors. In addition, it was recommended that
the Pell Grant recipient sample be selected by project office
staff in advance of the field work from up-to-date recipient
lists requested from samplea institutions rather than by field
repreéentatives during the institutional visits.

Specifications for collecting data using this approach are
set forth in detail in this chapter. 1In this particular section,
several important agsumptions made in developing these specifica-
tions are listed. Also in this section is a discussion of
several issues thatamust be considered when scheduling the data
collection. 1In the Femainder of the chapter, technical
specifications for cpllecting data are presented task by task and
step by step. Four éeneral tasks are identified: sample selec-
tion (TASK 1), studeﬁ; and parent interviews (TASK 2), collectinon
of secondary data, i.e., verifying documentation from the IRS and
other organizations (TASK 3), and visits to institutions (TASK

4). Each task has been divided into subtasks. The descriptions
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of each subtask follow a set format: first, a discussion of the
purpose of the subtask and any important issues that need con-
sideration and., second, a step-by-step list of procedures.

Figure 4-1 presents an overview of the tasks and subtasks
described in this chapter in a Qay that illustrates their inter- .
dependencies. No time line has been illustrated in this chart,
nor should one be. implied; its express purpose is to describe the
path by which data collection must proceed.

Major Assumptions Made in Developing Data Collection Specifi-
cations

The technical specifications as set forth in this chapter
make no presupposition with regard to sample size, the organi-
zation(s) responsible for collecting the data, or the time of
year and duration of the data collection. In other words, the
procedures specified hold true regardless if the recipient sample
is 50C or 5,000, if the field work is conducted by regional
program reviewers from the DCPR or by a contractor, or if the
data are collected in one month or six months.

However, it was necessary tO make several important assump-
tions about ED's goals for an ongoing assesment and about Pell
Grant program changes when dgvelOping the data collection speci-
fications. The following were assumed:

® ED will wish to measure total payment error as well as

its subcomponents, institut;on error and student errot
and their subcomponents, categorical error, calcula-

tion/accounting error, and application item error (see
Figure 2-2, "Decomposition of Total Payment Error").

s

o <D will wish to collect data not directly needed to
measure payment error. For example, ED will wish to
collect data on institutional procedures as part of the
institutional site visits.
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o ED will not wish to collect data on recipients who
reside in Alaska, Hawaii, Puerto Rico, the Virgin
Islands, and other U.S. territories. Field work will
be confirmed to the 48 continental states.

) Recipients whose applications are selected by the Pell
Grant processor for validation will not need to be
oversampled, as was done in Stage One, in order to have
a large enough sample to support accurate inferences
about all validated students. From now on, all, or a
large proportion, of the Pell population will be
selected for validation.

Schedule Considerations and Constraints

As discussed in Chapter 2, the timing of the data collection
can have an important impact on the ability of students, parents,
and institutions to provide accurate data. The Pell Grant cycle
extends from January when students begin to fill out application
forms to over 15 months later in July when institutions begin to
reconcile and close out their Pell Grant accounts. An institu-
tion sample can be drawn at any time during this cycle. However,
the earliest point at which a recipient sample can be drawn is
early to mid-fall, after institutions have calculated and posted
their initial Pell Grant disbursements.

Ideally, from a design perspective, the data should be col-~
lected from students and parents immediately after sample selec-
tion. Students normally apply for Pell Grants in winter or
spring preceding the academic year for which they are applying
for aid. There is evidence that the longer after the application
date that one waits to collect data the less reliable are the

recall of the student and parent and the documentation provided.
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There are reasons, howcver . why it may neither be feasible nor
desirable to begin ssudent and parent interviews and collection
of secondary data in, for example, November after an October
sample selection. First, selection of -the recipient sample in
the manner specified in this chapter -may take 8 to 10 weeks.
Lists of Pell Grant recipients must be requested and received
from each sambled institution before a reacipient sample can be
picked and field work begun. Before secondary-data can be
collected, SARs of the sampled recipients must be requested aad
raceived from the sampled institutions. Even if a recipient
sample could be selecﬁed quickly (i.e., by the beginniné of
November), student and parent interviews should not be scheduled
for November and December because of the disruptions caused by
the holiday season. Many students during this time are away from
school or traveling and would be difficult to locate. Therefore,
the optimal time to begin interviewing, both in practical and
study design terms, would be January.

There is no idéal time for collecting secondary data,
although obtaining documentation by mail may take longer during
the holiday season, the busiest time for the Postal Service, and
from January to April, the busiest time for the IRS. |

Another important issue is the duration of the student and
parent field work. Extending the field period over several
months could have research design implications. Students and
parents interviewed in January would have different character-
istics than those interviewed in July. Those in the January

group, for exampl=2, would tend to provide more reliable data than '
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those in the July group. A very complicated weighting scheme
woulll have to be designed to allow for this design effect.
Ideally, then, the field worg should be completed in the shortest
time possible.

While the student and parent interviews should be conducted
in the winter, the institution site.visits must be conducted in
mid to late Spring. Information from student financial aid
records cannot be abstracted until after institutions have posted
the final Pell Grant disbursements of the year. For institutions
on the semester system, posting normally occurs in January Or
February. However, for institutions on the quarter system and
for many schools that use a clock hour system, it does not occur

g N
until March or April. The latest point at which institutional
data should be collected is July, the beginning of the next Pell
Grant award year. After that.point, institutions have reconcgied
their students' accounts, and it would be very difficult for a
data collector to discern "true” from reported data in a
student's record. For example, it may be difficult to determine
if statements of academic purpose or financial aid transcripts
have been collected if data collection is conducted late in the

/

cycle, since these records may no longer be easily accessible,

particula¥ly at institutions with highly avtomated systems.

TASK 1: SELECT SAMPLE

Information on students must be drawn from institutional
files, and data on each student's institutional content must also

be gathered during a site visit. Therefore, it is necessary to
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cluster the students by insti£ution and sample only the students
from a selec£ number of institutions. Although this group of
institutions will be referred to as the "institution sample,” 2/
,‘ those institutions will not, in fact, constitute a sample from
which concluéioné:can be drawn about all such institu&ions in the
United State;. It will not be possible to estimate what propor-
tion of all institutions have a certain characteristic or what
the average institution's value is on any variable., It will be
‘possible to say what proportion.of students attend institutions
with a certaiﬁ characterisic or what the institutional score is

on some variable for the average student. For example, it will

-

*not be possible to estimate what proportion of all institutions
Yequire a C average as evidence of satisfactory academic pro-
gress, but it will be possible to say what proportién of students
attend schools with such a requirement; it will n;L be éossible
to say how many recipients attend the average institution, but it
will be possible to say how many recipients attend the average .
recipient's institution.
élustering, necessary for efficient site visit logistics,

requires that the institution sample be drawn first.

Task 1l.1: Select Institution Sample

Procedures

1. Determine the Sampling Frame. A sampling frame is a list of

the population being studied from which a sample can be drawn. In
the Stage One study., the PIMS Institutional Master File was used

as the sampling frame. This was supposed to intiude all

\ | »




institutions participating in the Pell Grant program. Although
experience indicated that some schools on the list were no longer
participating. (some were defunct), this is still probably the
most up- to-date and comprehensive list of participating institu-
tions.

2. Stratify the Sampling Frame. Dividing the institutions in

+he sampling framg into several exclusive groups gives the
researcher control over thg probability oL selection of various
types of schéols. In the Stage One study, for instance, a small
number of large institutions were pulled from the list and set
aside to be iacluded in the study with certainty. Institutions
in the 25 largest metropolitan areas were also treated separately
because they have a large proportion of all Pell Grant recip- |
ients, and sending site visitors to all such areas posed no
logistical problems. Inssitutions under the Alternate Disburse-
ment System (ADS) constituted further strata.

Although stratifying the sample does permit the inclusion of
some institutions with certainty, it also complicates the calcu-
lation of rampling errors and of the drawing of the sampie .in
general. It is recommended that the inclusion with certainty of
large schools and large metropolitan areas be reconsidered. Such
large clusters will have very high probabilities of inclusion in
any random-sample design, altiaough not all of them will be

inciuded. Stratificat’ on should not. be necessary to ensure that

4
/

2ither lar-¢ instituticns or institutions in large metropolitan
areas are .ucluded in the sample in proper proportion. For

instance, large metropolitan institutions in the Midyest should
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be adequately represented even if the Chicago, Detroit, Cleve-
land, and Milwaukee metropolitan areas are npt all represented.
Given the very large size of areas like New York and Los Angeles,
it may be wise to make sure that Qhey are included no matter how
small the probability that they will fail to be selacted; but the
number of certainty metropolitan areas could be reduced. (For
instance, is it important to ensure that Milwaukee, the 24th q
largest metropolitan irea, be included, but not Cincinnati, the
26th--or that both Miami, the 23rd, and Tampa-St. Petersburg, the
25th, be included?)

3. Cluster the Sampling Frame. In order to reduce long-

distance travel costs, the large number of institutions outside
any metropolitan areas included with certainty should be grouped
by location so that several institutions can be visited for the
cost of a single airplane ticket. A limited number of clusters
should then be chosen at random. The clusters should be as
nearly equal in total number of Pell Grant recipients as pos-
sible. In the Stage One study, institutions were sorted by
three~digit zip code prefix. Those areas were then grouped so
that no cluster contained more than twice the average number of
students or less than half; therefore, the largest <luster was
not more than four times as large as the smallest cluster.

4. Determine the Size of the Sample. The size of the sample

depends on the minimum confidence interval and maximum sampling
error that can be tolerated when making estimates from the sample
to the general population of Pell Grant recipients. The smaller

the number of institutions included, the greater will Dbe the
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sampling error at a specified confidence interval. The students
must be distributed among enough institutions to minimize the
error but concentrated at few enough institutions to minimize
travel costs. A sampling statistician will have to be consulted

to make this determination.

5. Allocate tbe Sample among Strata and Clusters. If the
sample is being stratified, the total number of institutions to
be sémpled.must be divided among the strata. It will also be
necessary to decide how many institutions will be selected from
each chosen cluster. Just as concentrating the students among a
few institutions will increase the sampling error, so will con-
centrating the institutions among a few clusters. On the other
hand, the fewer the clusters to be visited, the lower will be the
‘overall cost of collecting the data. Again, a sampling statisti-
cian will have to determine héw many clusters to select and how
many institutions per cluster.

6. Draw the Sample. The final step is to select the required

number of clusters at random and then to choose the appropriate
number of institutions at random from each cluster. Depending on
the stratification used, institutions from several strata may Dbe
chosen from each sampled cluster.

Task 1.2: Select Student Sample

Drawing the student sample will be simpler than drawing the
institution sample. It is assumed that about most recipients
will be validated; therefore, it will not be necessary to
stratify the sampling frame by validation status and oversample

validated students, as was done in Stage One, in order to have a



large enough sample to support accurate inferences about all
validated students. However, stratifying by size of award should
be repeated because it may reduce the standard error but cannot
increase itﬂ at a small cost.

Procedures

l. ~Determine the Size of the Sample. The size of the sample

depends on the minimum confidence interval and maximum sampling
error that can be tolerated when making estimates fram the saﬁple
to the population of Pell Grant recipients, and on the number of
students drawn per institution (the c.iuster size). As the tables
in Chapter 3 indicate, narrow confidence intervals, high signif-
icance levels, and large cluster sizes (small numbers of insti-
tutions) all increase the number of students or parents required.
The size of the sample must also be limited by the funds avail-
able for data collection. Because of the interaction between the
size of the institution sample (which determines the average
number of students sampled per institution) and the size of the
student/parent sample, the two sample sizes should be determined
together by the same sampling statistician.

2. Determine the Sampling Frame. The sampling frame should

include all Pell Grant recipients at sample institutions. A
definite enrollment date, such as October 31 (the reporting date
for the fall Progress Report), should be specified. This is
especially important for proprietary institutions, which often
have an almost continuous flow of new enrollments throughout the

year.
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3. “ompile the Sampling Frame. Compilation of the sampling

frame consists of securing a list of all Pell recipients attend-
ing each sample institution. There are two sources of this list:
PIMS aﬁd thé institutions themselves. PIMS can provide lists of
recipients by grant amount and institution only for students
whose S2ZRs have been submitted with their iastitutions' fall
orogress report. Therefore, this source should be used only for
institutions for which the number of SARs submitted matches the
number of recipients claimed on the Progress Report. The use of
PIMS data haé three advantages. First, it obviates the expensive
and time-consuming process, described below, of getting and pro-
cessing recipient lists from the institutions. Second, it re-
duces the response burden on the institutions. Third, it avoids
warning institutions that they will be visited and thus reduces
the experimental bias which would result if they took special
pains to reduce institutional error.

Institutions which do not file their Progress Reports on
time or do not submit all their SARs will be asked to supply
lists of their Pell recipients. A letter of request should be
secured from the Deputy Assistant Secretary and accompanied by
specific instructions on what is to be reported, the name,
current address and telephone number, Social Security number, and
grant amount foroeach recipient. Given the small number of
letters involved, the letters should be individually typed and
addressed and individually signed by someone with signature
authority. Printed "“Dear Colleague” letters can be expected to

be treated less seriously, forcing delays and more excensive

)
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follow-up efforts. A reminder postcard from the Project Director
should be mailed to each institution a few days after the letter
of request: a remindgr letter, more urgent in tone, should be
sent to each nonresponding insgitutiOn no more than three weeks
after the first letter. Depending on the time availabie, another
letter should be sent two weeks before telephone follow-up
begins. Institutions which have not responded after two or three
letters should be called by telephone canvassers who have been
taught the objectives of the study, exactly what information is
needed, and how urgently it is needed. All communications with
sample schools should note that participation in the study and
compliance with the request for recipient lists is not voluntary.

Long lists from large institutions, at leasﬁ, will have to
be prepared for automated sorting and sampling. For the Stage
One study, the largest lists were sampled systematically, only
the information on every nth student being keypunched. Although
this procedure introduces another source of sampling error, it
may be the only sracticable way to handle institutions with tens
of thousands of recipients. Manual processing may be the
quickest way to handle the smallest institutions.

4. Stratify the Sampling Frame. The sampling frame should be

stratified by size of grant. This can be done most easily by
ordering ea:h institution's list of recipients from largest grant
to smallest. .iLsts obtained from PIMS should also Dbe sorted by

grant size. ’

5. Draw the Sample. The sample of students will consist of a

separate sample drawn from the recipient list submitted by each
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institution. The sampling plan devised by the sampling statis-
tician will specify how many students are to be drawn from each
institution or how the number drawn is to be calculated for each
institution. Each institution's list having been ordered by
grant size, a systematic sample will be equivalent to a sample
stratified by grant size. If the number of students drawn from
each institutién is the same, the skip interval will be differ-
ent.; in any case, a different startinc point should be selected

at random for each institution.

TASK 2: INTERVIEW STUDENTS AND PARENTS

This task involves visitiag four groups of subjects: depen-~
 dent students, -parents of dependent students, independent stu-
;dents, and parents of independent students. However, excépt for
' the questions asked at the interview, the data collection process
is the same: therefore, the specifications set forth here will
deal with al' four groups as a whole rather than individually.
Participation is legally required of all but the parents of inde-
pendent students, but every effort should be made to obtain maxi-
mum cooperation from this group. The data collection itself
includes both an interview and abstraction of data from documents
furnished by the interviewee.

Task 2.1: Develop Data Collection Instruments

A separate instrument must be developed for each of the four
groups of subjects. Although many of the questions will be asked
of all four groups, each must be asked a set of unique questions
because of its status; some of the answers will be used to de.er-

mine whether t'.e correct status was cClaimed.



The instruments used in the Stage One study can serve as a
bas!s for instrument development. This will reduce substantially
the time and effort needed for this task.

Procedures

1. Specify Measuremaents and Measurement Levels

Based on the discussion in Chapter 2, decide what measure-
ments mus- be made to perform the desired measurements of program
error. Specify what level of measurement and verification is
acceptable (from the student's or parent‘s word to notarized or
IRS documentation).

2. List Data Needs

Draw up a list of the specific information items needed to
t
. : . ! . . Y
carry out the measurements specified in‘'step 1, indicating for
each item whether it is needed from all Four groups or, if not,
for which ones.

3. Collate Stage One Instruments

Compare the list of data needs with the items included in
the appropriate Stage One questionnaire to determine which items

can be dropped from that instrument and which items must De
|

1
1
1

added.

4. Evaluate the Stage One Instruments

Interview personnel at Westat, Inc., about the Stage One
questionnaire, especially the data collection supervisors, coding
supervisors, and others involved in any debriefing of inter-
viewers or coders. Ask whether any questions proved to be vague
or ambiguous, use terms -infamiliar to most respo .dents, cover

topics which respondents could not answer, or have any other



problems. Ask staff involved in coding, interviewing, and data
analysis whether the response categories were adequate for ques-
tions that might be repeated: whether some of the categories
provided were used rarely or not at all; whether there were any
freduent answers which did not have categories; and whether some
opeﬁ—ended guestions could have been perided with codes.

5. wWrite Revised Draft Instruments

Delete questions which are not needed, add new questions at
the appropriate points in the instrument, and revise any ques-
tions criticized in step 4. To maintain data comparabiiity from
one error study to the next, major revisions in existing
questions (for instance, changing from an open-ended to a
closed-ended question) should be considered very carefully and
made only for strong reasons.

6. Test_}gstruments

After the instruments have been revised they must be tested
with representatives of the groups to which they are addressed.
Each questionnaire may be administered to a maximum of nine
respondents without requiring approval by the Federal Educational
Data Acquisition Council (FEDAC): this number should be sought
for field testing. The field test respondents need not comprise
a statistically representative sample of their population;
rather, they should be chosen deliberately to include the types
of respondents most likely to be encountered during real data
collection. The two student groups (independent and dependent)
should include married and single students, full-time and part-

time students, on-campus and off-campus students, «nd students at
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ﬁhe five major types of institutions (public four-year, private
four~ year, public two-year, private two-year, and proprietary).
The two groups of parents (of independent and dependent students)
should include parenté of the same types of students and, also,
married, single, and remarried parents; if their cooperatiod can
be obtained, the parents of the student field testers can be used
to test the parent.

Field tests can ﬁe arranged with the cooperation of local
institutions. To spread the burden of field testing, different
institutions should be asked to suppiy testers than were asked in
Stage One.

The field tests should be conducted as realistically as pos-
sible. Ask local institutions to refer students in the various
categories to you and then call and ask for an appointment.
Inlike the regular survey, participation in the field test is not
mandatory. Administer the questionnaires co the students and
parents in their homes or dormitory rooms just as if an actual
survey were being done. Go through the entire questionnaire,
asking all the gquestions but noting not only the tester's answers
but also any difficulties or misunderstandings. At the end of
the interview, ask a few additional questions about the respon-
dent's opinions of the questionnaire--which questions were the
most difficult, whether any were vague or irrelevant, etc.

The field test is also an opportunity to test some of the
mechanics of data collection. The time required to administer
the instrument should be noted, although well-trained field staff
will probably take less time.

J1
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7. Revise Instruments

Collect the comments, criticisms, and suggestions of -the
field testers and analyze them for consistent patterns. Make the
revisions these patterns suggest. When revising a question, be
sure to make the change on all the fo;ms on which that question
occurs. If a question causes difficulty for one group of respon-
dents but not for other groups, some difficulties may have to be
accepted in order to keep the wording identical for all groups.

3. Secure FEDAC Approval

All questionnaires to be administered to 10 Or more respon-
dents must be approved by FEDAC. Approval requires the comple-
tion of a standard form (SF-83) and the submission of a support-
ing statement detailing the respondent burden (the number of.
hours required to answer the questionnaire), the reasons fcf
asking each question, the uses of the data, the absence of su%t-
able datz which have already been collected, and the cost of data
collection. Data collection activities must be listed in the

Federal Register each February for the following year and must be

included in the agency's "information collection budget.” FEDAC
clearance normally takes several weeks: two months should be
allowed in the schedule. FEDAC may suggést or require c¢hanges in
or deletion of individual questions.

The supporting statement can be based on the statement sub-
mitted with the Stace One clearance application. This shoﬁld
reduce both the preparation time and the clearance time, since
many of the questions will have been justified and cleared

already.
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9. Produce Final Instruments

After any revisions have been made to satisfy FEDAC, and
clearance has been obtained, the questionnaires can be printed
for use in the field. Order at least 25 percent more Jquestion-
naires than expected respondents in order to have enough for
office and administrative use, training, replacement of losses
and spoilage, and a field marg%n caused by transfer of case
loads, dismissal or resignation of interviewers, etc., which may

not be accompanied by immediate recovery of the questionnaires

‘supplieda

Task 2.2: Recruit Interviewers

To interview students and parents in a national sample, a
large number of competent and well-trained interviewers are
needed, located throughout the country. The student sample is
clustered at a limited (if large) number of institutions which
are clustered geographically themselves. Students can be inter-
viewed in their dormitories or other housing close t¢ their
campuses. In most cases, their parents will also live nearby,
but there is no assurance of this for any particular parent--some
parents will live in areas far from sample institutions.
Interviewers must be able to cover these areas as well as the
locations of sample institutions.

Given the number of interviewers needed and their disper-
sion, the most efficient approach would bé to contract the
student and parent interviews to a survey research organization
which already has a national corps of experienced interviewers on

call. The procedures specified in the following for OSFA or some
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~ other organization without an established corps of interviewers

-

to hire an interview =t2£ff should demonstrate the impracticality _
- of this approach. The entire process can be expected to take
several months. - »

Procedures

1. Datermine Interviewer Qualifications

Student and'paéent interviewers must be responsible and
reliable, able 1o complete their assignments without full-time
+ supervision. They must be intelligent enough to be trained
guickly and able to respond 6: adapt to unpredictable situacions
>~ or interviewer responses. They must be articulate in explaining
the purposes of the survey and able to gain the confidence of
strangers who may‘ﬁ§§e good reasons not to cooperate with the
study. Al{ interviewers musﬁ have moderate arithmetic skills; a
few truly bi’ .ngual interviewers, who can read, speak, and com-
r rehend a foreign language (especially Spénish) will be needed.
They must be able to act in a professional manner and present a
professional appearance.. In most cases, they will need assured
access to an autonobile and a valid driver's license. In many
areas,gthgy will have to be able to.travel to nearby cities and
- other areas; in spa>§gly populated areas, this may involve dis-
tances over 100 miles. They also Qﬁst be able to climb srairs,
work in adverse weather, and oécasionally conduct several succes-

-

sive interviews without a break. If interviewers are to be hired
7 - .
- . N\
as temporary, part-time Civil Service workers, these requirements
will have to be converted into Civil Service qualifications.

™

|-
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. Although college students often make good interviewers
w”Becgzse many of them have the raqﬁlsite intelligence, articu-
lateness, and flexible hours, care should be taken in hiring them
for this project because they may -identify too strongly with the
respondents and be reluctant to "inform" on "colicaques.” No
student shoufd be hired to interview other students at his own

institution.

2. Determine Number of Interviewers Needc&

The number of'interviewers needed is a functioh of the num-
ber of students sgmpled, the time period available for the inter-
viewing, the length of the interviews, and the dispersion of the
interviewees. More interviewers will be needed the larger the
sample, the shorter the time available for completion of the
interviews, the longer the interviews, and the more dispersed the
interviewees. Sample size and dispersion of respondents will
have been determined before the sample was drawn. The length of
each interview can be estimnated from the field test. As
explained at the beginning of this chapter, the'fiéld per iod
should be as short as possible to avoid introducing a time
variable into the study. . ,

For the Stage One study, Westat hired over 200 people to
complete 8,155 half-hour interviéws in 10 weeks. Therefore, the
average interviewer was able to complete only about four inter-

views per week.

3. Determine Distribution‘oﬁwlnterviewers
Plot the addresses of“sampled students and their parents by
three-digit zip code area. In Stage One the averége interviewer

95
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complet 'd 40 interviews in 10 weeks, but this rate varied accord-
ing to the density of interviewees. In sparsely pOpulatea areas,
1 interviewer f{- 0 interviewees may be nseded to complete half-
hour interviews at the same rate: in densely populated areas, 1
to 80 may be sufficient. Using these or other appropriate
ratios, distribute the total number of needed interviewers among
zip areas or groups of adjacent zip areas.

4. Recruit Applicants

Given the extensive qualificatiéns for interviewers listed
above in step 1, it will be necessary to have a large pool of
applican~+ for the interviewer positions. Moreover, interviewers
will be needed from all parts of the 48 states. Some candidates
may be secured from OPM files of applicants from other positions,
and some existing permanent Federal civilian personnel may be
assigned to temporary duty as interviewers. However, the remain-
ing specifications for this subtask describe a procedure for
hiring special temporary Pell Grant interviewers analogous to
Census interviewers.

Compile a list of active survey research organizations, then
write to them for assistance in identifying competent, experi-
enced interviewers. Describe the purpose of the QC study, the
role of the student and parent interviews,.the interviewer quali-
fications, and when the interviews are scheduled to take place.
This last item is important because most survey researchers do
not have surveys in the field at all times everywhere. They do
not want their interviewers pre-empted by inother study, but they

want their interviewers to be employed as continuously as
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possible to keep them from taking other jobs and becoming un-
available for their own projects. The letter should be assigned
by as high an official as possible, at least by the Deputy
Assistant Secretary. Some organizations have interviewers all
over the country, but maﬁy cover only specific regions., states,
or metropolitan areas.

After a list of recommendaed interviewers has been compiled
from the responses to this mailing, send a form letter to the
people ‘recommended inviting them to apply. Include not only
background information about the survey, the interviewer require-
ments, and the schedule, but also business details such as rate
of pay, and employee, status (whether full-time or part-time,
temporary employee, or independent contractor, etc.).

This approach may not produce enough candidates in some
parts of the country. In those areas, it will be necessary to
place newspaper advertisements to recruit applicants. Since
applicants will probably be needed from scattered areas around
the country, advertisements should probably be placed through a
commercial advertising bureau.

5. Screen and Interview Applicants

Screening and interviewing will have to be done regionally.
Form letters inviting applications can include someone to contact
in each regional office:; newspaper advertisements should include
only the nearest regional office. In Stage One, Westat had seven
regional supervisors for this project.

The number of applicants interviewed for each area should be
at least twice the number of interviewers needed for that area.
Interviewing by telephone will probably be the only practical

7
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method for isolated applicants in areas where few interviewers

are needed, but interviews should be done in person wherever /

feasible, surh as in majcr metropolitan areas. /
For each area, rank the applicants interviewed and offer |

positions to the top-ranked people. Preseg for an immediate deci-

sion by applicants so that positions can be offered to others if

the preferred candidates refuse.

Task 2.3: Train Interviewers

Although some interviewers may have experience with other
surveys, that cannot be assumed:; all interviewers must be trained
in basic survey procedures andvtechniques. They also must be
taught specific methods for this project and briefed thoroughly
on the background of :‘he study so that they will be able to
answer respondent questions and will understand the procedures
they have been trained to follow. It will probably be imprac-
tical to train all the interviewers in one place at one time. In
the Stage One study a week was gpent training supervisors and a
week training interviewers.

Procedures

1. Develop Training Manuals

For the Stage One study, Westat developed seven documents
for training supervisors and interviewers:
) A two-volume supervisor manual
o “An Introduction to Interviewing” which included back-
ground information and a general guide to interview

techniques, including interviewing ethics and confi-
dentiality :

' "Home Study Guide for an Introduction to Interviewing,”
consisting of exercises with answers on the material in
the Introduction
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™ A “Glossary/Document Index" containing definitions of
technical terms used in the study and samples of the
forms the interviewers would be using in the field
® A "Field Procedures Manual” detailing the prccedures
for securing appointments and recording and reporting
results
o "Question-by-Question Specifications” detailing how to
record specific answers and how to handle particular
complicated situations
A similar set of training manuals will have to be developed for
this project. Interviewers will take the field procedures man-
ual, question-by-question specifications, and glossary with them,
although they should not need to refer very often to the last of
these if they have bYeen trained well. Much of the Stage One
material can be adapted to this study, especially the question-
by-question specifications for items repeated from Stage One.

2. Schedule Training and Notify Interviewers

One-week training sessions will require paying hotel expen-
ses for all interviewers, but travel expenses can be held down by
regionalizing the training, which will also divide the trainees
into more manageable groups. It is desirable that senior project
staff be present at each training session to supervise and answer
difficult questions; this limits the number of sessions which can
be held simultaneously. There should not be more than a week
between the and of interviewer training and field interviewing,
lest interviewers forget too much of what they learned. I Stage
One, four training sessions were held over a period of two weeks:
this period could be extended to a third week by allowing inter-

viewers trained during the first week to begin interviewing while
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other interviewers were being trained in the third week. Never-
theless, there should not be more than six training sessions,
three per week for two weeks or two per week for three weeks.

Interviewer training schedules stould be determined early
enough so that interviewers can be notified of the dates and
location of their training when they are hired. If that is not
possible they should be at least told of the date, or they should
be notified of the training schedule as soon after hiring as
possible.

3. Sen@f?raining Material to Interviewers

Send each interviewer a copy of the introduction to inter-
viewing, the home stidy guide, and the glossary, with instruc-
tions to study these items before the training session. Pay the
'interviewers for a reasonable amount of time to spend studying,
notify them that there will be a quiz on the material early in
the training, and administer a quiz after the training orienta-
tion.

4. Train Field Supervisors

The regional interviewing supervisors need to be even better
informed about the purposes of the curvey and the field tech-
niques than the interviewers, since they will be responsible for
initial decisions when interviewers do not know what to do. They
also must be thoroughly trained in the supervisory methods which
will be us;d to assure the quality of the interviews. Since they
will have £o be experienced in both survey management and field

interviewing, they will not need as much training in general

S
e
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survey methods as the interviewers. The time saved can then be
spent on suparvisory procedures.

The supervisor training should include the following topics:

) The background and purposes of the project

) Item-by-item specifications for the questionnaires
o Projecct field organization

e Quality control procedures for verifying interviews
) Procedures for reporting to the central office and

forwarding questionnaires
About five days should be spent to cover these topics thoroughly.

5. Train Interviewers

Interviewer trainiQ? should use a variety of methods for

efficiency and to hold the interviewers' interest. These may

include:
[ ] Formal lectures, illustrated where appropriate
) Training films
® Demonstration interviews
o Practice interviews between individual trainees and
instructors
) Practice interviews between pairs of trainees
o Quéstion-and«answer sessions

The progress of the interviewer trainees should be monitored

t “h formally (through graded quizzes) and informally (through

observation by the instructors) throughout; trainees who cannot

meet minimum standards must be permitted into the field.
Lectures. Lectures are appropriate for the presentation of

wholly new material, such as explaining the background and pur-

poses of the study, introducing general interviewing technigues,
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and describing administrative procedures. Trainees should be
encouraged to ask questions during the lectures, and experienced
interviewers can be called on to give examples of interview
methods. Overhead slides or other illustrations such as handouts
should be used to outline the material and emphasize essential
points. |

Training Films. Films or filmstrips are helpful in pro-

viding variety in the training sessions and in capturing the
trainees' interest. Films on general interview techniques can be
used for this purpose.

Demonstration Interviews. After the purposes of the study

and general interview techniques have been introcuced, a demon-
stration interview, in which one instructor plays the student or
parent and another the interviewer, can lend ﬁ greater sense of
reality to the training. The demonstration interview may precede
or follow an item-by-item lecture on the questionnaire. At least
two demonstrations should pe included: one of a parent interview
and one of a student interview. A good practice during.a demon-
stration interview is to have a third instructor coding a ques-
tionnaire in response to the demonstration answers, with the
trainees marking copies of their own and checking their codes
against the overhead.

Practice Iiterviews. It is important that each trainee

practice each of the interviews at least once:; skip patterns and
other difficult sections should be practiced more often. Initial
practice interviaews should resemble the demonstrations, with an

instructor taking the role of the parent or student and other
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trainees observing. Instructors should take careful note of any
mistakes made by the trainee interviewer but should not interrupt
the interview except to correct a major error such as following
the wrong skip pattern. Trainee observers can be asked to list
mistakes at the end of the demonstration: for discussion by the
group, those not listed should be brought up by the instructor.
Trainees who are experienced interviewers should participate in
these demonstrations.

Given the amount of time and the number of instructors prob-
ably available, trainees will eventually have to be paired, -one
doing the interview and the other playing respondent. If these
practice interviews are done in various corners of a large room,
an instructor can be available to answer specific questions on
signal (such as when neither member of the pair knows how to
proceed after a certain point) and to oversee a portion of each
practice interview. After each round of practices the group can
be reassembled for a discussion of problems encountered.

In all practice interviews, the "respondent” shggldihave a
script or list of apswers to the questions, 8o that the é;aihing
staff can be sure that all trainees encounter the same sikuation
and cover the same material.

Question-and-Answer Session. Open opportunities for all

trainees to ask questions should be built into the training
schedule. At least one should be devoted to each questionnaire
and one to field procedures. A summary session in which ques-
tions can be asked on anything about which interviewers are
uncertain should be scheduled near the end of the training.

103
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Evaluation and Retraining. Minimum training standards

should be established before the training begins. Formal quizzes
and observation should be used to evaluate the trainees. Those
who appear to be having trouble learning important items, or who
4o not get minimum scores on the quizzer must be given addi-
tional training in the evening, after the regular schedule.
Trainees who still cannot meet the training standards must not be
allowed into the field.

~ask 2.4: Contact Students and Parents

An unexpected telephone call from a person whom the person
being called does not know is an unfavorable context in which to
secure an appointment for a survey interview, especially when the
survey is of the nzture of an investigation. Therefonre, sampled
students and parents sﬁould be informed of the survey béfore hand
in a less threatening context.

Procedures

1. Draft Letters and Forms

Write letters for +the signature of the director of the Divi-
sion of Quality Assurance or of the Deputy Assistant Secretary,
informing independent and dependent students of thier selection
for the survey, and informing parents of independent and depen-
dent students of the selection of their children for the survey
( four somewhat different letters in all). 1Include in the letters
information about the purpose of the study, a notification that
an interviewer will be calling to arrange an appointment,

instructions on what documents to have ready for the interview, a
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reminder that participation is not voluntary but part of the
terms of the Pell Grant, and a telephone number to call for
further information.

Compile a checklist of all the documents which might be
requested from any of the four types of respondents. The fol-
lowing should be included in the letter:

e An "IRS Form 4506, Request for Copy of Tax Form" if the
SAR indicated the student/parent filed a tax return
with a request that they sign it, provide certain key
information such as the parents Social Security num-
bers, and return it to the project office

® A request tn respondents who indicated that they own a
home to provide the name and address of their tax
assessor's office

o A release form to those who reported AFDC benefits with
a request that they provide the name and address of
their local public assistance office

) Several copies of a "Financial Institution Authoriza-
tion to Release Information” to those who claimed to
have more than $4,000 in checking and savings accounts
at the time of application

2. Compile Mailing List

List the mailing address of each student in the sample. A
current address for each Pell recipient should have been included
on the recipient lists from which the student sample Qas drawn .
Parent addresses should also have been included but may not have
been, especially for parents of independent students. Write
again to institutions which omitted the addresses, enclosing a
list of the students sampled and requesting current student and
varent addresses.

For students drawn from PIMS files because their schools had

sent in the SARs of all current racipients with the fall Progress
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Reports, student but not parent addresses should also be avail-
able. Write to these students' institutions for missing student
addresses and for parent addresses.

3. Saend Letters and Forms - o

Secure enough envelopes with the project address and
"Address Correction Requested" printed on them (allow about 10
percent extra for spoilage, replacements, etc.). The Postal Ser-
~-jice is supposed to provide forwarding addresses for addressaees
who have moved for 25 cents per address. To the extent that this
is done, tracing students and parents will be easier.

Send the appropriate letter to each student and parent,
enclosing the check list indicating the documents required from
'each individual and the tax return release form.

Task 2.5: Conduct Interviews

Parents and students should be assigned to individual inter-
viewers by regional interview supervisors on the basis of geo-
graphic propinquity, interviewer preference, and language.
Interviewers will have to set their own schedules.

Procedures

1. Assign Students and Parents to Interviewers

The number of interviewers hired in each region and zip code
area or group of areas should correspond to the estimated number
of students and parents to be interviewed there. In some areas,
' there will be just one interviewer, to whom all the respondents
will have to be assigned. Large metropolitan areas and, perhaps.
few communities where large public universities are located, will

have several interviewers. Regional interview supervisors should
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assign about half of thaeir interviews in these areas. In most
cases each subject should be assigned to the nearest interviewer,
based on the respective addresses. If the supervisor has reason
to suspect thare may be a parental language problem, and a bi-
lingual interviewer is available, the bilingual interviewer
should be assigned to those parents. In many cases, it will be
possible for a monolingual interviewer to conduct the interview
through an interpreter, such as a family member who speaks
English. All students may be presumed to speak English.

Set aside time in the training schedule for interviewers
from metropolitan areas to trade assignments based on the neigh-
borhoods they would prefer to visit. Regional supefvisors must
approve these arrangements to hold down travel costs. The
training session will probably be the only time the interviewers
are together.

Attempts by interviewers to schedule interviews will reveal
some address changes. In most cases, the subjects will have
moved only a short @istance, and the interviewers can schedule
interviews as if no move had been made. Long-distance moves will
require referral to the cases to the regional supervisor for
reassignment to another interviewer (if the respondant stayed in
the same region) or, through the regional supervisor, to the
supervisor in ano:her region.

Ae gignments for these reasons are made, the overall
load o. . interviewer will become more apparent. After about
a third of the field period has passed, regional supervisors

should assign the remaining cases.

1067  4-34



2. Schedule Interviews

Instruct interviewers to attempt to schedule individual
interviews in advance by telephone whenevzr possible, and provide
them with scrip;s for doing so. The first fev days of the field
period should be spent making these telephone contacts.

Some respondents will not have telephones, or attempts to
reach them by telephone will be unsuccessful. Instruct inter-
viewers to substitute personal visits in these cases. They
shorld conduct the interviews immediately whenever the respon-~
dents will permit it.

3. Deal with Refusals and Avoiders

Interviewers should remind refusers and avoiders (subjects
who do not refuse but consistently fail to keep appointments or
find excuses for not making them) that participation in the study
is required (except of parents of independent students) only
after trying to gain cooperation voluntarily by answering ques-
tions (explicit or implied) and attempting to conform to the
subjects' schedules.

4. Conduct Interviews

Interviews for the Stage One study were designed to average
about half an hour each--half that for parents of dependent stu-
dents. Therefore, only a minority of interviewers' time was
spent actually conducting the interviews. A half hour is usually
considered to be about the maximum time for which a respondent's
attention can be held without causing impatience, hostility, or

an outright break-off. Therefore, questions should not have been
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added to the Stage One questionpaire unless other quastions which
would take about the same time were deleted.

Note that the "interview" includes not only questions asked
by the interview and answered by the respondent, but also the
interviewer's examination, on the spot, of documentation of the
recipient’'s income and status.

S. Edit Questionnaires

Interviewers must edit their questionnaires as soon as pos-
sible after the interview--no later than the end of the same day.
Nonstandard abbreviations used in recording comments Or open-
ended answers must be explained, illegible handwriting must be
clarified, and zeroes must be filled in where appropriate. All
answers must be checked against the question-by—question spacifi-
cations and errors, omissions, or anomalies attributed to the
respondent or interviewer.

6. Return Questionnaires

Establish field procedures for the shipment of survey in-~
struments to the project office for coding and data entry. They
should be routed through regional supervisors for quality control
(see next subtask) and sent in at least once a week.

Task 2.6: Implement Quality Control and Supervision Plan

Quality control measures in the field are specified here.

Two other quality control measures are specified elsewhere:
immediate post-interview editing by the interviewers in Subtask

2.5 and editing at the project office in Chapter 5.
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The steps described here are vital in assuring that the data
will be as complete and correct as possible, collected on time,
and within budget.

Procedures

1. Coordinate Interviewers

Reassign cases which are potentially completions (i.e., are
not important to complete because of untraceable address, refu-
sal, death of respondent, etc.) but cannot be completed by the
interviewers to whom they ware first assigned. Assign new cases
which have been added to the region because of respondent moves
and cases which were held back at the beginning of the fielid
period.

2. Edit Questionnaires

Edit a sample of questionnaires tran#mitted by interviewers.
A few cases chosen randomly should be edited item-by-item to make
sure that interviewers understand how to fill out the question-
naire and are doing proper field editing. The first few cases by
each interviewer should be edited in this way (the first three by
each interviewer were done in Stage One). Report interviewer and
repondent errors to the project office for the tabulation. If a
systematic error appears across a number of interviewers, there
may be a problem with the instrument; a solution will have to be
devised and all supervisors and interviewers informed of the new
procedure.

3. Verify Interviews

Verify a small random sample of each interviewer's work by

telephoning the respondent and confirming the date and time of
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the interview, asking whether the interviewer asked to see key
documents and actually reviewed them, reasking a few key ques-
tions, and inguiring whether the interviewer was impolite, hos-
tile, or late for the interview. Reisterviewing is the only way
to determine what interviewers are really doing in the field and
the only way to guard against "armchair interviews,” the filling
out of instruments witp.bbgus data without ever visit‘ing the
respondent.

If an armchair interview is discovered, all of that inter-
viewer's completed cases must be verified. The interviewer must
be dismissed and uncompleted or bogus cases reassigned. Failure
to review documents or ask key questions may indicate interviewer
dishonesty or merely a misunderstanding of the questionnaire.

The interviewer should be called immediately and the situation
clarified; if he is seeking shortcuts or deliberately evading his
responsibilities, he must be dismissed. Less serious problems
such as rudeness or an occasional missed question must be
resolved at the next regular telephone conference (seé step 4,
below) .

4. Supervise Interviewers

Keep careful records of the assignment of cases to inter-
viewers. Schedule a reqular weekly time for each interviewer to
report to his supervisor by telephone the status of each case
assigned to him (interview completed and questionnaire forwarded
for coding, refusal, still trying to contact respondent, inter-
view scheduled, etc.). Discuss any of the less serious problems

mentioned above which have been found in verification. Skipping
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questions and interviewer fudencss ¢can comprise the study if thej
are widespread and consi;tent: they do not require immediate dis-
missal of the interviewer, but they must be dealt with firmly.

If an interviewer does not have good reasons for not com-
pleting interviews at the eéxpected rate, some of his cases may
ﬁave to be reassigned. Some interviewers will have runs of bad
luck during which respondents will be unlocatable, evasive, and
uncooperative; cars will breakdown; weather will interferq with
travel: and they will fall ill. When these problems are/éited
frequently over several weeks, the supervisor must try to deter~
mine whether the interviewer ‘s really fulfilling his résponsi-
bilities.

5. Assign New Cases

Refer respondents who have moved to different regions to the
supervisors of those regions:; the supervisors will be responsible
for assigning those cases to individual interviewers. As some
interviewers complete their initial assignments, the supervisor
will also be responsible for assigning the cases which were held
back initially.

6. Control Expenses

Require interviewers to report to their supervisors weekly
by telephone on the time they spend in the field and their expen-
ses. Supervisors should forward these reports to the project
office, where checks should be issued promptly; this will greatly
enhance interviewer morale. Telephone reports should be followed
by signed statements and receipts seﬁt to the field supervisors,

who should examine them before sending them on to the project



office. Supervisors should compare each interviewer's time
report with the activity (interviews completed, appointments
made., appointments broken by respondents, etc.) reported for the
same waek, checking to see that accomplishments are reasonable in
relation to time charged and that expenses such as mileage cor~
respond to the type of area and num,er of appointments. Appar-
ently unreasonable charges must be discussed with the inteviewer
during the next telephone report. Amounts disallowed by the
supervisor should be deducted from the intefviewer's next pay-
ment. Final payments should be withheld from interviewers who
have had more than one such disallowance until all accounts are
reconciled.

Give the interviewers an explicit statement of what expenses
will be allowed when expense reporting is discussed during .train-
ing. If expenses are allowed for meals, place a reasonable limit
on the amount. Expenses should be approved by supervisors in
advance for any trips to isolated su»jects which require over-
night travel and accommodations.

Task 2.7: Follow up by Telephone

When missing, illegible, illogical, or inconsistent data are
discovered in any of the data preparation steps--receipt, manual
editing, or machine editing--an effort must be made to contact
the responsible ihterviawsr, the student, or the parents. Based
on past exparience, this task; although extremely important in
ensuring complete and reliable data, does not require a large

amount of staff time. In the Stage One study, Westat recontacted
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only 340 students’and parents out of a total sample of roughly
8, 000.

Several of the coding staff should be trained to conduct the
telephone interviews. Training need not last longer than one

day. It should cover the following topics:

® Beginning the interview--how to gain cooperation and
establish rapport with a respondent during the intro-
duction

o Using the questionnaire--how to ask the questions

® Probing--how and when to probe the responder for addi-
tional information ‘

) Editing the interview--how to end the interview with
the respondent

The training session should end with practice telephone calls
that simulate different types of respondents and responses.

Procedures

1. Send Instruments to Telephone Station

Coders and receipt clerks refer all cases that have omis-
sions, illegible answers, or illogical responses to a coding
supervisor who decides which cases warrant telephone follow-up.
On those cases that do, the supervisor decides who should be
called, the field interviewer or respondent, then forwards the
instruments to the telephone interviewers.

2. Telephone Respondent or Interviewer

The telephone staff calls students, parents, and inter-~
viewers as cases are referred. Telephone numbers for students
and parents should dbe available from the respo:dﬁnt control file

created during the sampling stage of the study. The telephone
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staff must be diligent in attempting to contact and get the coop-
aeration of students and parents.

3. Code Response

Specific items are recoded based on the new data collected

in the telephone conversation.

TASK 3: COLLECT SECONDARY DATA

The primary objective of the student and parent data collec~
tion effort is to obtain data that validate information on the
Pell Grant application. During the field work, interviewers ask
s~udents and parents to show them verifying documents. Specific
line item dollar amounts from the documents are then coded on the
interview forms. There afe several problems with collecting
documentation only from 'students and parenté during the in-person
interview. Many respondents, even wifh considerable advance
notification, will be unable to provide documents at the time of
the interview. In other cases, the documents will not validate
the information entered on the application because they are not
up to date as of the time the application was submitted.

Finally, much documentation received directly from students and
parents will not be totally reliable. For example, students and
parents will often show the interview&r uncertified working
copies of their tax returns.

In light of these documentation problems, it is strongly
recommended that additional major validating documents be
obtained directly from the issuing institution or governmental

agency. In the Stage One study, documents were collected from

1
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the IRS to verify adjusted gross income, taxes paid, and medical
and dental expenses, from banks to verify cash and savings, and
from local tax assessors to verify home value. For future er;or
assessments, documents could also be collected that would vali-
date AFDC. now that it is a separate line item on the application
form. (Prior to 1981-82 all nontaxable income was included in
one line iter.) In addition, computer tapes could be collected
from the IRS as additional verification.

Task 3.1: Collect Hard Copy Secondary Data

Procedures for collecting hard copy verifying documentation
are relatively straightforward. Student Aid Reports (SARs) are
collected from each sampled institution and then reviewed by a
home office coder, with ‘the guidance of the professional staff,
to determine which documents will be needed to validate the
information entered on the application. The respondent is then
provided with a letter for each institution or agency from which
documentation is needed. The lettér, which must be signed by the
respondent, will authorize release of the information directly to
the project officer. Once the authorizing letters are returned
to the project office, they are sent to the appropriate agency.
Experience suggests that most agencies need five to seven weeks
to provide the requested data and that the entire process--from
requesting SARs from institutions to receiving documentation from
the appropriate organizations or agencies--requires 16 t6 20

weeks.
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Procedures

1. Request SARs from Institutions

Send a list of the students selected for study participation
to eadh.sampled institution with a request for copies of the SAR
on file for each of the saelected students §nd a current mailing
address ﬁnd phone number.

2. Telephone Institutions That Do Not Respond

Two weeks after mailing the initial letter, begin to call
institutions that have not sent SARs. Of the 307 institutions
sampled for participation in the Stage One study, 305 institu-
tions cooperated in sending copies of thé SARs.

3. Review and Key Enter SAR Data

. Using procedures detailed in Chapter 4, “Data Preparation,”
code addresses and SAR information onto a coding sheet. From a
review of the SARs, list the respondents needing a release form
fcr the IRS, AFPC, banks, and/or tax assessors. Key punch data
from the SAR coding sheet. The SAR file can be used to create
mailing lavels, instrument labels, and a Master Receipt Control
Log (see Chapter 4). Eventually the SAR file must be merged with
other data sets collected’during the course of the study.

4. Send Release Forms and Other Information to Students and
Parents

Mail students and parénts a letter of introduction and a
package of mataerials to assist them in preparing for the inter-
view. Include in each package a list of documents that the stu-
dent or parent will be asked to show the interviewer. “Custom-

ize" this list for each respondent, based on information from the
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SAR. The following should be included in the package:

® An "IRS Form 4506, Request for Copy of Tax Form" if the
SAR indicated the student/parent filed a tax return
with a request that they sign it, provide certain key
information such as the Social Security numbers of both

\ parents (if dependent) or the Social Security number

) of the spouse (if independent), and return it to the

project office

A request to respondents who indicated that they own a
home to provide the name and address of their tax
assessor's office

A\ release form to those who reported AFDC benefits with
a \request that they provide the name and address of
their local public assistance office.

o Sevaral copies of a “Financial Institution Authoriza-
tion\ to Release Information" (o those who claimed to
have \more than $4,000 in checking and savings accounts
at the time of application

Finally, it is important that an “information update sheet” be

enclosed in the package for the student or parent to fill out

with current names, addresses, and telephone numbers. To ensure

a prompt response, a preaddressed postpaid envelope labeled with

the respondent’'s study identification number should be enclosed

in the package. (See Task 2.4 for further details.)

5. Telephone Students and Parents That Do Not Respond

To ensure that the project’'s schedule does not lag, tele-
phone students and parents who do not return their release forms
within three .weeks .

6. Obtain IRS Forms

Once all IRS Request for Copy Forms are returned, send them
to the appropriate regional IRS Service Centers. Expect five to
sevan weeks for the IRS to return photocopies of tax returns,
longer if the request is made between January and April, the

busiest time of year for the IRS.
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7. Obtain Tax ASS5essor Reco;ds

Verify the names and addraesses of local tax assessors pro-
vided by students and parents against a roster of names and
addresses that ig available from the Intarnational Association ot
Assessing Offices. Once the addresses are verified, send letters
to the assessors which provide the name and address of each home

owner and which request the following information:

) Frequency of assessment
o Assessment value as of date of Pell Grant application
e Formula for determining the fair market value

It may be necessary to contact some of the assessor offices by
telephone in order to clarify the request and obtain the infor-
mation.

8. Obtain Documentation from Financial Institutions

Once they are returned from students and parents, send
ralease forms to banks and other financial institutions.

9, Obtain Documentation from Public Assistance Offices

Once they are returned from students and parents, send
release forms to public assistance offices.

Task 3.2: Conduct IRS Tape Match

it may be desirable to conduct an identifiable tape match
with IRS data in addition to--or in lieu of--collecting hard copy
1040 and 1040A tax returns from regional IRS Sarvice Centers
(Task 3.1, Step 6). In deciding whether or not to conduct a tape
match, the following issues should be considerad:

o Timing of the Availability of IRS Data
The tax return filing EeaiiIne is April 15. However,

full tax return data arae often not available on
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computer tape until October or Ncvember of the same
calendar Year. This fact should not adversely affect
the schedule of the error study if, as recommended
earlier in this chapter, the recipient sample is not
drawn until late September or sarly October.

Logistics

The IRS raquires that all 4 ' : .atches occur at one of
its facilities. This adds logistical complications and
may add to the time required to complete the error
study.

Legality of Data Match

Currently, lenislation and regulations governing the
IRS require that a release form which meets IRS
requirements be signed by each tax payer before
individual IRS data can be released. Release forms
would have to be collected from recipients and parents
(Task 3.1) if either a tape match is conducted or
hard copy tax return data are collected and processed.

Match Rate

A major shortcoming of many tape matches is the low
rate of successful matches. Two factors contribute to
the low rates. First, many Pell Grant recipients do
not file a tax return. In the approach specified here,
the SARs of all sampled recipients would first be re-
viewed; only the release forms and information of those
who indicated on their Pell Grant application that they
filed a tux return would be forwarded to the IRS for
the match. Second, incorrect linking identifiers are
used in attempting to conduct the tape match. For an
IRS tape match, the parents' Social Security numbers
(SSNs) for dependent recipients and the recipient’s and
spouse'’'s SSNs for independent recjipients would be the
linkage media. As described in step 4, the required
SSNs must be collected from recipients and parents
along with signed release forms.:  Steps should be taken
to ensure that the SSNs provided the IRS are correct.
Coding and key punching of §SNs should be 100 percent
verified before a tape is sent to the IRS. It may be
desirable to verify SSNs during field interviews of
students and parents.

Data Comparability

Another major concern in tape matches is the equiva-
lence of the data to be matched. The definitions of
the data required on the Pell Grant application are not
always consistent with the data maintained by other
agencies. For example, data from the Pell application
on annual VA educational benefits is not compatible
with data maintained by the VA on VA educational bene-
fits. However, for most cases, there should be no
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compatability problems with the IRS. Definitions for
AGIl and Federal taxes paid, the two items of most con-
cern in a Pell/IRS match, are identical. Problems,
however, arise in cases where parents of dependent
recipients are divorced or separated. In these cases,
the Pell application requires the AGI and taxes of the
parent who supplied more than half of the dependent
student's support. 1If the parent remarries and files a
joint return with the new spouse, or remains unmarried
but still files a joint returm with the former spouse,
it is impossible to separate the Pell-defined AGI and
taxes from IRS files. In an error study, the divorced
and separated cases would not be screened out before
the IRS file match. Instead, they would have to be
dropped during the final file merge which creates the
"best value" data file for analysis. (See Chapter 5,
Task 7, for details.)

Procedures

1. Create Tape to Submit to IRS

Once all SARs of sampled recipients have been received from
institutions (Task 3.1, step 1), and release forms and required
SSNs have peen received from students and parents (Task 3.1, step
4), create a tape to provide the IRS for the record match. The
spécial tape should include only the data of those recipients
whose SAR indicates they or their parents filed a tax return.
Each record on the tape must include the parent(s) SSN(s) (if
dependent) or the recipient’s and spouse's SSNs (if independent),

and the stuly identifier for each case.

2. Submit Tape and Releage Forms to the IRS

Provide the IRS with the tape containing the selected
records and the appropriate release forms. The IRS must match
the data with their files based upon the parent's SSN (for depen-
dents) or the student's SSN (for independents). If a match is
found, the IRS must add the parent's (if dependent) or student's
(if independent) AGI and taxes to the record. If no match is

found, IRS must add a “no match” flag to the recocd.
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3. Merge Returned IRS Tape with Study Data

After the tape is returned from the IRS, merge it with other
study data. (This procedure is discussed in detail in Chapter 5,

Task 7.)

TASK 4: COLLECT DATA FROM INSTITUTIONS

Task 4.1: Develog Data Collection Instruments

Three instruments are devel'oped during tais task: the Stu-
dent Record Abstract (SRA) for recording data from student
financial aid files, the Institutional Questionnaire (IQ) for
recording the responses of financial aid administrators during
formal interviews, and the Corrections Control Group (CCG) form
for recording the corrections behavior of a special control
sample of recipients.

Instrument design, although extremely critical to the data
collection, need not be time consuming since the instruments used
for each annual error assessment can be developed from the prior f
Year's instruments. The exact content and design of the instru-
ments for the next assessment--and for each subsequent annual
assessment--will depend both on the data needed to satisfy the
analytic needs of the assessment and on an evaluation of the

'

prior yvear's instruments. o

Procedures

1. Design First Draft of Instruments

Construct a draft of the three instruments based on a review

of the data needs and an evaluation of the effectiveness of the
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prior year's instruments. Attention should be paid to the

following:

o Leggg% of Instrument. The .length of the instrument is
very important. ong instrument may unnecessarily
increase the length of the interview, the amount of
time spent at each institution, and the workload of

field representatives, coders, keypunchers, and data
analysts.

L Clarity of Questions and Instructions. Interview ques-
tions should be worded in such a way that the financial
aid officer answers without needing instruction on how
to respond or an explanation of the intent of the
question.

® Order of Questions. Interview questions should be
arranged in a logical sequence.

) Format. The instrument format shoild facilitate the
work of the field representative, coder, keypuncher,
and systems analyst.

2. Develop Other Data Collection Materials

All materials and forms to which financial aid administra-
tors and other institutional officiale are exposed must be
included in the FEDAC/OMB package and, therefore, must be
developed at this stage of the study. These materials include:

o A letter sent to the presidents and financial aid offi-
cers of the sample institutions describing the study
and asking for their participation.

o A letter sent to the financial aid officers outlining
in detail the procedures the field representatives will
follow during the site visits, requesting that the
institution send a list of all its Pell Grant rlecip-
ients for the purpose of drawing a student sample, and
requesting that the institution give an indication of
the time or times most convenient to schedule a site
visit.

o A follow-up postcard sent as a reminder to financial
aid officers who fail to return their list of Pell
Grant recipients.

° A record of disclosure, satisfying the conditions of

the Privacy Regulations, issued to each student whose
file is reviewed.
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Further discussion of the purpose and content of these materials
is found in Task 1.2, "Select Student and Parent Sample” and Task
4.2, "Contact Institutions and Schedule Site Visits."

3. Contact Institutions for Field Test

Contact at least three institutions local to the project
office and ask them té participate in the field test of the dréft
set of instruments. Public, private nonprofit, and private
institutions should be representad in the field test sample.

4. Conduct Field Test

Visit the participating institutions in two-member teams and
enact a typical day of data collection. First, interview the
financial aid administrator. Wwhile one member asks the ques-
tions, the other takes detailed notes on the length of the inter-
view, the flow of the interview, and any difficulties the respon-
dent is naving with the questionnaire. After the interview,
discuss the questionnaire with the financial aid officer high-
lighting any questions that may need improvement. Next, select
at random the files of approximately 10 Pell Grant recipients.
While one member reviews the files, the second takes detailed
notes on the use of the Studeht Record Abstract and on any prob-
lems that might be encountered in locating and interpreting
financial aid data.

S. Revise Data Collection Instruments

Analyze the results of the field test and revise the instru-
ments as necessary.

6. Conduct Second rField Test

It is advisable to conduct a second field test to appraise
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the effectiveness of the revised instruments. The second test
need not be as extensive as the first. For the second test,
visit two institutions not visited for the first test. Select no
more than three files to review at each institution.

7. Ravigse Data Collection Instruments

Review the results of the second field test and construct a

final set of instruments. o

8. Prepare and Submit Clearance Package

Once the instruments are finalized, submit the FEDAC/OMB
clearance package. Preparation of the clearance package need not
be a time-consuming task since large sections of Advanced Tech-
nology's Stage One package can be used as “boilerplate” for
future packages. (Clearance requirements do not change substan-
tially from year to year.)

In completing the package, adhere closely to the instruc-
tions set forth in the Standard Form 83, "Request for OMB
Review." The forms clearance package should consist of the
following:

e A completed SF-83

) Copies of all instruments
o Copies of other data collection materials
o A matrix which links specific research objectives with

specific items on each instrument
o A supporting statement which includes the following:
- the study's objectives
- a review of prior related studies and a discussion

of the circumstances that make this survey
necessary



!

- the analysis strategy’

- the types of information to be collected

- the sampling plan ana the statistician who
approved the plan

- expected response rate and how nonresponse will be
handled ,

- estimates of respondent burden and steps to be
taken to minimize respondent burden

- pretest results

- discussion of any sensitive questions

- procedures used to protect confidentiality

-  tabulation and publication plans

- a schedule for data collection and publication

- a list of consultations held outside the project
office

- an estimate of costs to the Federal Government

Task 4.2: Schedule Site Visits

The purpose of this task is to:

e Contact the sampled institutions and request that they
participate in the study.

) Request that the institutions send a 1ist of their Pell
Grant recipients to the home office for the purpose of
drawing a recipient sample.

o Schedule the site visits with an eye towards minimizing
travel costs.

Procedures

1. Send Initial Contact Letter to Institutions

As soon as an institutional sample has been drawn, send a
letter to the presidents and financial aid officers at the insti-

tutions describing the purpose of the site visits, emphasizing
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their importance, outlining relevant privacy regulations, and
asking for their participation.
2. Send Second Letter to Financial Aid Officers

Sand a follow-up letter to the financial aid officers only.

This letter should include the following:

e A request that the fnstitution send a &omplete and
current list of Pell Grant recipients (see Task 1.2 for
details). |

) A detailed description of the procedures the field rep-
resentatives will follow during the site visit.

o A request that the financial aid administrators notify
the registrar, bursar, and other officials at the
institution from whom information will be collected
regarding the proposed visit.

® A request that the financial aid officer inform the
home office of the time or times most convenient to
schedule a visit.

3. Recontact Institutions That Fail to Submit Rec.ipient List

A series of procedures must be followed to collect recipient
lists from institutions which do not promptly raspond to the
second contact lestter. These procedures include a reminder post-
card, telephone follow-up, and visit to institutions to draw a
sample on-site. These procedures are discussed in more detail in
Task 1.2, "Select Student Sample.”

4. Construct Initial Master Site Visit Schedule

Establish a Qite visit schedule for each field representa-
tive prior’to the training week and insist that each adhere to
:it. By putting time and effort into planning the site visit
logistics~-including planning and making airline, hotel, and car

rental arrangements-—substantial cost savings can be realized.



The following is the list of steps to be followed in constructing

the initial schedule:
1. Plot institutional sites on large wall map.

2. Divide map into regions, with each region assigned to a
field representative. Each region should represent
approximately the same number of work days, travel
days, and rest days. In an effort to minimize costs,
every effort should be made to capture geographic
clusters of institutions when drawing these regions.

3. For each region, draw efficient travel cycles. At this
point it is necessfry to investigate airline and rental
car schedules and rates.

4. Assign tentative appointment dates to each institu-
tional site.

5. Telephone Institutions to arrange Visits

After the tentative scheduling is complete, call the insti-
tutions to set appointments, learn of vacation periods, and
determine the accessibility of their financial aid files and
other data needed for the record abstracts.

6. Adjust Site Visit Schedule as Necessary

Adjust the schedule. Scheduling appointments by phone
rather thar by letter allows for immecdiate revision of schedules
within a region when it is learned that a tentative appointment
date is inconvenient for a gPrticular'site.

Task 4.3: Recruit Field Representatives

To a great extent, the success of the institutional daga
collection depends on recruiting individuals who have prior
institutional financial aid experience. Financial aid profes-
sionals and others with extensive knowledge of the information

requirements of the Pell Grant and Campus-Based programs have the
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following specific advantages over those with no financial aid
experience:

) The ability to effactively interview financial aid
officers, including being able to probe for meaningful
responses, to recognize significant answers, amd to
know when impressive sounding jargon is actually vague
or meaningless.

® The ability to collect data on individual students
quickly and efficiently, given their familiarity with
the record-keeping practices of institutions of higher
education.

e The ability to.collect reliable and complete data on
individual students, given their knowledge of Federal
financial aid requlations and the various financial aid
forms and reports.

e The ability, in debriefing sessions, formal reports, or
the margins of questionnaires, to make knowledgeable
observations about the workinge of financial aid pro-
grams.

Individuals with hands-on experience conducting Pell Grant vali-~
dation make particularly attractive candidates because much of
the institutional site visit work involves abstracting data from
the tax returns, bank statements, ED validation forms, and other
verifying documentation collected by financial aid officers to

comply with ED's validation regulations.

In addition to cxpcrieﬁce in student financial aid, all
applicants for the field representative positions should be
judged on the following criteria:

® Education--a minimum of bachelor's degree raquired with
an advanced degree in an appropriate field desired

] Interviewing experience--prior experience on similar
studies with knowledge of research and survey methods

° Ooral Communication Skills--speaks clearly, exhibits
maturity, listens well
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) Responsibility--has held a position of responsibility,
and i8 capable of working with little supervision

° Endurance—~-in good physical condition, capable of
working at a fast steady pace, has travel experience

Procedures

1. Advertise for Financial Aid Professionals

Advertise field representative openings in the Chronicle of

Higher Education, the NASFAA Newsletter, and the Sunday edition

of key large-city newspapers. For the Stage Ore study, Advanced
Technology was able to attract nearly 100 resumes by using these
advertising sources. Nearly all the applicants were financial
aid professionals either between jobs or able to arrange a tem-
porary leave from their current positions. A summary of the

_ Stage One advertising/hiring results is shown in Figure 4-2.

2. Interview by Phone

Screen resumes and interview the most gqualified applicants
by phone. For a nationwide search, phone interviewing is effi-
cient ani permits the employer to talk with a large number of
candidates in a short period of time.

3. Interview in Person

Interview finalists in person and hire the most qualified.

Task 4.4: Train Field Representatives

The caliber of a training program is directly reflected in
the quality of data obtained. The objective of training is to
provide the institutional field staff with the exact knowledge
required to collect precise data for the study. Through care-

fully developed training, using methods that emphasize the
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FIGURE 4-2

RFESULTS OF [NTERVIEWER ADVERTISING/HIRING
FOR STAGE ONE QC STUDY

Totals

Resumes
Received Interviewed Interviewed Offered
and by in Interviewing Accepted
Sources Reviewed Phone Person Position Position
NASFAA Newsletter 18 10 6 5 3
Chronicle of Higher
Education 35 12 6 4 4
OSFA Bulletin 0 0 0 0 0
Boston Globe 9 1 0 0 0
Chicago Tribune 3 0 0 0 0
Houston Chronicle 0 0 0 0 0
Los Angeles Times 0 0 0 0 0
New York Times 8 3 1 1 1
" Washington Post 6 3 1 1 1
Other 7 6 5 4 4
Cannot Determine 9 1 0 0 0
95 36 19 15 13

PO TP T TN P PISTR Se S

g

NOTE: The following local organizations were also contacted to identify potential candidates in this area:

1) NASFAA

2) Prince Georges Community College
3) University of Maryland
4) American University

;)
7
8)

George Washington Unfversity

NOVA - Alexandria

Joel Packer - U.S. Student Association
Applied Management Sciences



importance of consistency, accuracy, and efficiency, this objec-
tive can be accomplished.

Due to both the complexity of the data collection and the
importance of a well-trained field representative to the overall
study, a minimum of five days is required to complete an effec-
tive training program. If financial aid professionals or experi-
enced DCPR program reviewers are recruited, little time is nec&ed
to cover Federal student aid regulations and procedures.

Instead, the training should focus on the purpose of the study,
the purpose of survey research, interviewing techniques, and the
precise procedures to be followed when abstracting data from
student financial aid files.

Procedures

1. Develop Training Manuals

Develop two manuals for the training program and for use by
the iield representatives as a reference during the field work.

One, the Training Manual, éhould describe the study and give pre-

cise step-by-step procedures to be followed at each site, includ-
ing precise information on where to locate certain student data
on the campus, how to record student file data, editing require-
ments, travel logistics, and administrative details. With cer-
tain modifications the manual used by Advanced Technology during
Stage One could be revised for future Pell Grant error assess-
ments.

The second manual to be developed prior to the training pro-

gram, the Question-by-Question Specifications, should include a
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replication of each data collection instrument with specific
information next to each item or question. This information
should include but not be limited to the following:
e Explanation of the purpose and intent of each iteﬁ
® Instruction for coding dollar and other values

® Explanation for completing items and sections that may
be confusing, complex, or potentially error prone

) Warning about skip patterns

) Explanation for when to probe and ask for additional
information during an interview

The Question~by-Question Specifications, in addition to being a

training tool, is meant to be used as a guide when interviewing

or collecting data from student files. The Question-by-Question

Specifications manual used by Advanced Technology during Stage

One could be revised and reused in a future error study.

2. Contact Institutions to Arrange Field Practice

Telephone institutions local to the training site and seek
permission to conduct field practice on the next to last day of
the training session (see step 4). Explain the purpose of the
exercise to the financial aid administrator, the amount of time
required for a practice interview (about one hour), and the
amount of time to be spent collecting data from files (one to two
hours is sufficient). Also, request photocopies of three or four
financial aid files from one of the institutions. Ask that the
institution delete all personal identifiers from the files.

Those files are used during the training sessions for practice

exercises in reviewing and abstracting data (see step 4).
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TRAINING PROGRAM
BEOG QUALITY CONTROL STUDY

m,ma
AGENDA

A ———

8:15 - 8:30 Coffee and Danish

8:30 - 9:20 . General Welcome, Introductions, and Overview of
Training Week - Mr. Joe Gertig and Ms. Melanie
Allman, Advanced Technology

9:20 - 9:25 ' Inmmm Advanced Technology - Mr. Robert
Darby, Advanced Technology

9:25 - 9:40 Introduction and Background of BEOG Quality
Control Study - Mr. Ernst Becker, Department
of Education

9:40 - 9:55 Quick Update on BEOG and Campus-Based Programs;
. Evolution of the Quality Control Data
Collection Instruments - Dr. Alex Ratnofsky, .
Advanced Technology

x

9:55 - 10:15 Explanation of Data Collectors' Tasks and
Responsibilities - Mr. Joe Gertig, Advanced
Technology .
10:15 - 10:30 Break

10:30 - 12:15 Fiim: Introduction to Interv‘le\da;
Conducting ns onal Interview With the

FAO -.Dr. Ji11 Bernstein, Advenced Technology

12:15 - 1:00 Lunch

1:00 - 1:15 Review ‘of Training Manuals - Melanie Allmen

1:15 - 2:30 Detailed Item-by-Item Examination of Institutiona)
Interview Form - Melanie Aliman

2:30 - 3:30 Demonstration of Institutional Interveiw - Ji1}
Bernstein and Mglanie Allman

3:30 - 3:45 Break

3:45 - 5:00 Review Answers from Demonstration Interview;

Group Practice: Beginning the Interview,
Answering Respondent Questions, and Asking the
I?;:ervuw Questions - J111 Bernstein and Melanie
Allman

FIGURE 4-3

TRAINING WEEK AGENDA FOR
STAGE ONE QC STUDY
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8:15
8:30

8:30
9:30

9:30 - 10:30

" 10:36

10:45

12:00

12:15
1:00

1:4%

2:45

3:00
3:15

4:15

©

ERIC

Aruitoxt provided by Eic:

]

10:45
12:00
12:15

1:00
1:45

2:45
3:00

3:15
4:15

5:00

Tuesday, March 24

Coffee and Danfsh

Role Playing of Institutional Interview with
Trainees in Pairs

Acting Out of Institutional Interview: Trainers
Piavine DI fficult Respondents with Trainees
as Interviewers to Practice Probing and Handling
Difficult Situatfons - Melanie Aliman, Joe
Gertig, and Ur. Bi11 Ade

Break

Detafled Item-by-Item Examination of Student Record
Abstract and Specifics of Completing Abstracts -
Melanie Aliman

Completion of Business Forms and Associated Paper-
work

Lunch

Distribution of Hypothetical Student Financial Aid
Record File; Perusal of Sample Forms Likely to be
Found in Student Aid Files; and Review of Federal
Tax Forms - Melanfe Allman

Practice Completing a Student Record Abstract Using
Data From Hypothetical Student Files

Explanation of BEOG Alternate Disbursement System -
Mr. Roy Watson, Advanced Technology

Break

Practice Complieting a Second Student Record
Abstract )

Recap of First Two Days of Training

Evening Ass{ ' ¢t: Student Record Abstract
{Practice |hree)

FIGURE 4-3 (cont’'d)

TRAINING WEEK AGENDA FOR

STAGE ONE QC STUDY
4-62
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8:15
8:30

9:15

10:15

10:36
10:45

11:30
12:18
1:00

2:00

2:30

3:30
3:45

4:00

[}

8:30
9:15

10:15
10:30

10:45
11:30

12:15
1:00
2:00

2:30

3:30

Wednesday, March 25

Coffee and Danish

Review of Answers for Tuesday Evening Assignment
~ Melanie Allman

Rn}e{PIayfng of Second Institutional Interview in
airs

Discussion and Practice with Corrections Control
Group Forms - Melanie Allman

Break

Role Playing of Resolutfon/Exit Interview with FAQ
- Melanie Aliman and Bi11 Ade

Issuing of Cash Advances; Trip to Bank - Joe Gertig

Lunch

Explanation of Shipping and Receiving of Data Col-

lection Materials, Editing, and Post-Interview
Procedures - Bi11 Ade

Presentation by Data Analysts Explaining What Hap-
pens to Completed Data Collection Forms Upon
Return to Project Office: Log-in of Forms,
Interview Verification, Coding, Keypunching, and
Data Processing - B{11 Ade, Ji11 Bernstein, and
Jenni fer Zimmerman

Explanation of Travel Arangements--Cash Advances,
Hotel Reservations, Afriine Tickets, Car Rental
Rental Procedures and Expense Reports; Discus-
s:$¥ o;eAnticipated Problems - Joe Gertig and
B A

Break

Explanation of Thursday, March 26, Field Practice
- Melanie Allman

Practice Completing a Fourth Student Record
Abstract

FIGURE 4-3 (cont'd)

TRAINING WEF:. AGENDA FOR
STAGE ONE & STUDY
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Thursday, March 26

A1l Day Field Practice at the Following Area Institutions:

Trinity College
Washington, D.C.

Goucher College
Towson, M

-~ St. John's College
Annapolis, MD

Dundalk .ommunity College
Dundalk, MD

Creder?~ Community College
rrederick, M

Shenandoah College and Conservatory
of Music
Winchester, VA

Capitol Institute of Technology
Kensington, M

FIGURE 4-3 (cont'd)

TRAINING WEEK AGENDA FOR
STAGE ONE QC STUDY
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Friday, March 27* .

8:15 - 8:30 Coffee and Danish
8:30 - 9:00 Photo 1.D.s Taken
9:00 - 10:00 Detailed Review of Previous Day Field Practice--

Discussions of Experiences, Answers to Trainee
Questions, Advice on How to Handle Problem

Situations

10:00 - 10:15 Summary - Dr. Ted Bartell

10:1% - 11:00 Tour of SSOC; Confirmation Calls Made to First
Week Institutions

11:00 - 1:00 Lunch
Hotel Checkout

1:00 - 2:00 Recap of Training Week; Completfon of Paperwork;

Answering of Questions

* Friday training will be held at the Westpark Hotel

FIGURE 4~3 (cont'd)

TRAINING WEEK AGENDA FOR
STAGE ONE QC STUDY
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Practice site visits can be arranged at the same time institu-~
tions in the regqular 2ample are being contacted (see Task 4.2).

3. Mail Training Manual to Field Representatives

Once hired, field representatives should be notified as to
the time and location of the training session. Also, mail the

Training Manual to each representative with instructions to

review it before the first day of training. Those who study the
manual will begin the formal traiging session with a basic under-
standing of the goals of the study of interviewing teghniques.
and of the use of the data collection instruments.

4. Conduct Training Session

The agenda for the five day training session conducted by
Advanced Technology during Stage One is shown in Figure 4-3.
This agenda proved to be effective, and it is recommended that it
be used as a guideline for planning future sessions. There are
five basic training techniques that should be used during the
training session: interactive lecture, film presentation, role
playing, exercises, and field practice. The following describes
each of these techniques and gives examples of the material that
can be presanted with each technique.

Interactive Lecture. This technique is typically used for

explaining the purpose of the study, reviewing pertinent student
aid regulations and procedures, explaining of basic interviewing
techniques, describing the field procedures and other administra¥
tive details, and presenting the basic concepts of the data col-
lection instruments. Also, the lecturer should lead the trainees

through the questionnaire by calling on trainees to act the role
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of interviewer while the lecthrcr plays the financial aid officer
or some other institutional administrator. Each trainee records
the responses in his or her blank copy of the questionnaire while
a member of the training staff records responses on a transpar-
ency projected on a screen at the front of the training room.
Trainees are reminded after each question to check their
recording against the scfeen.

Film Presentation. For the Stage One training session,

Advanced Technology showed a film‘on general interviewing tech-
niques which covered such topics as gaining cooperation, main-
taining rapport, asking questions, and probing responses. Film
presentations are particularly helpful since they capture and
hold the attention of the trainee better than a lecture does.

Role Playing. Once the lecturer has explained each item on

the questionnaire, it is important that each trainee gain prac-
tice conducting mock interviews. The trainees break up into
pairs. Within each pair, one trainee takes the role of inter-
viewer while the other plays a financial aid officer who responds
to the questions using a prepared script. Trainees playing the
respondent role are cautioned not to coach the ones playing
interviewer, but, as much as possible, to create a true inter-
viewing situation. Each pair should conduct at least three mock
interviews with the script for the initial interview being rela-
tively straightforward and the scripts for the last two con-
taining difficult responses.

Exercises. The trainees should gain substantial experience

in reviewing hypothetical student aid files and recording data in

1 | 4-67
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the Sﬁudent Record Abstract during the training session. Sample
financial aid files are compiled prior to the first day of the
training session (step 2). During the actual sessions or as an
overnight assignment, the trainees complete the sample record
abstracts. The completed abstracts are reviewed individually by
the trainees, and any problems or major errors are discussed with
the group.

Field Practice. One day of the training session should be

allocated to field practice at a local é?%titution. The trainees
should be divided into groups with a maximum of three to a group.
Each group should be accompanied by a training supervisor. The
practice site visit is basically an enactment of a typical full
day in the field. It includes an introduction to the study, an
interview of the financial aid officer, 'a review of student
files, a review with the financial aid officer of apparent errors
found in the files, and a field edit of the data collection
instruments. The following day, the training group discusses
their experiences, and the trainees answer any questions raised.
Based on the field practice, the supervisors evaluate each
trainee's preparedness for entering the field and hold speciai
conferences for any in whom knowledge gaps or special problems
are detected.

Task 4.5: Conduct Site Visits

Fourteen separate activities must be completed for each site
visit, as shown in Figure 4-4. Resolution of discrepancies, a
fifteenth activity, will be required at many institutions.

Depending on the sampling procedure. used, the number of records
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to be reviewed per institution may vary considerably, conse-
quently, the scale of the visit may vary from less than a day

to seven days at any one institution. Recordkeeping systems at
institutions also vary, and these, too, will affect the length .
and complexity of the visit. Nevertheless, each of the steps in
Figure 4-4 must be carried out to sOme extent at every institu-
tion.

Procedures

1. Prepare for the Site Visit

The site visitor should call the financial aid office at
least two days (but no more than a week) in advance to confirm
the appointment, travel directions, and parking and check-in
procedures. On occasion,; site visitors may fall behind schedule
and have to reschedule a visit. Rescheduling should only be done
by field personnel if it will not affect other institutions later
in their schedules. Otherwise, rescheduling should be done by
central project staff.

Before arriving at the site, the data collector must check
to be sure to have all the necessary forms and materials for the
visit.

2. Meet with Financial Aid Director

The meeting with the financial aid director includes three
activities: introducing the study, conducting the interview, and
scheduling the exit interview.

2a. Introduce the Study. The data collector should present
his credentials and describe the nature and purpose of the study,

particularly the site visit component. Althouih the visit will
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have been preceded by letters and telephone calls, many financial
aid directors will have only a vague idea of the study prior to
the visit. The data collector should also describe for the
financial aid director the steps he will follow after the inter-
view and the records he will need to review.

2b. Conduct the Interview. The interview should be con-
ducted by following the formal questionnaire as closeiy as
possible. During the training week, the field representatives
are given extensive instruction in conducting the interview.
They are told to observe the following basic guidelines when

asking questions and recording responses:

o Remain neutral

) Ask all questions exactly as worded

) Discourage unrelated conversation

g Ask respondents to enlarge or clarify answers when
necessary

o Record verbatim the respondent's questions

At some institutions, especially large ones, the financial
aid director may prefer to have Pell Grant questions answered by
a staff specialist in that program, either by havingya joint
interview or by referring the data collector to_tha£ person. In
some cases, the director may not even be present, having left the
entire visit in the hands of a subordinate becaﬁse of scheduling
problems. Someone other than the financial aid director can be
interviewed so long as the substitute can give authoritative
answers about institutional policy and practices. In previous

field work, alternate interviewees have been scheduled for some
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institutions during the telaephoning required to draw up th&
master schedule. In some cases, no one on the financial aid
staff may be able to answer some of the interview questions, and
the bursar may have to be questioned about fiscal operations and
refund and repayment policy, and the registrar on procedures used
to check enrollment status.

2c. Schcdulf'/ Exit Interview. f;on completion of the formal
q;estionngire, tH; visitor should arrange to meet with the finan-
cial aid director or someone on the staff to discuss any discrep-
ancies found in £he records of individual students. Also at this
time, arrangements must be made for access to the student aid
files. Especially at smaller institutions, the director may be
uncomfortable with having an outsider reviewing files, and so may
want to be present during the file review and pull the individual
files personally. At larger schools, this function will usually
be delegated to a subordinate professional or a secretary or |
clerk.

3. Complete File Abstracts

Assuming that the sample has already been drawn (in a pre-
vious visit or from lists furnished by the school before the
visit), the site visitors can present a list of the students
sampled at the institution and ask to see their financial aid
files and SARs. The type of files available will vary tremend-
ously. Small schools are more likely to have manual filing
systems where all the records for eich student are kept in a

folder in alphabetical order. At such schools, the relevant
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files can simply be pulled and reviewed; some institutions may
even be willing just to show the visitor the file and let him
pull the files himself. Many institutions have some or all of
the relevant dgta in computer files. There, a staff member will
have to show the site visitor how to access specific files and
how to interpret the information which appears on a monitor: or,
a staff member may have to requert a printout of the relevant
data for the sample students and then expl&in the printout format
to the visitor after it is delivered. |

Hard copies of SARs and required documentation should be
available at all schools. Ho -ever, these ;nd other records may
be most readily available on microform. These, too, will nor-
mally need some explanation from financial aid office personnel
before they can be used by the site visitor.

Many financial aid offices will have disbursement records
and documentation of‘enrollment sﬁatus and satisfactory academic
progress, or copies of the required records, in their student aid
files. In other cases, these records may be part of the elec-
tronic file accessible on the terminals in the financial aid
office. At some schools, however, disbursement records will be
available only at the bursar's or treasurer's office or office of
student accounts, and enrollment and academic progress records
will be available only at the registrar's office. Although the
telephone protocol used to schedule the visits should have
included questions designed to determine whether all the records

are in one place, the answers may be ambiguous or wrong. As soon
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as the site visitor determines that some records are not in the
financial aid office, he should ask for arrangements to be made
to obtain access to the other offices, so they will have at least
a couple hours' notice of his visit. Especially cooperative
financial aid directors send memos to the bursar and registrar
informing them of the date and legitimacy of the visit and of the
possibility that thaeir records may have to be consulted. At
g?all institutions, the “"director of financial aid"” may be a
vice-president with authority for’student accounts and academic
records as well as financial aid; once his cooperation with the
study has been secured, the other offices pose no pfoblem.

The field representative must place a notice in each
reviewed file stating the purpose and the date of the data col-
lection. This notice satisfies the conditions of the privacy

regqulations.

4. Complete Control Group Forms

While reviewing the student files to complete the SRAs, the
field representative should record information from the SAR onto
the Corrections Control Group (CCG) form.

5. Conduct Exit Interview

Before leaving a site, the field representative must conduct
a brief erxit interview with the financial aid officer, the pur-
pose of which is to thank the aid officer for his or her cooper-
ation, and to discuss discrepancies found in the student files to
learn whether the aid officer can offer a logical explanation for

what on the surface appears to be an error or violation of Pell
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Grant regulations. The field representative must use tact in
seeking this explanation, in order to reassure the financial aid
officer, if necessary, that his or her response will be kept in
confidence and used for national estimates only.

6. Edit Completed Instruments

At the end gf each work day, the field representative must
edit all complete&wihstgpments for possible omissions, inconsis-~
tencies, illegible handwéiilng( or misplaced codes. If the field
representative is scheduled to return to the institution the fol-
lowing day, he or she can take advantage Of. this opportunity to
clarify or retrieve any missing information. oﬁhegwise, the
field representatives do not recontact the instituti&n to

~

retrieve data. Instead, they write noteé next to the items in
question and, once the inst;ument has been received, senior staff
members at the project office attempt to retrieve the incorrect
or missing data by telephone (see Task 4.7: "Folloq up by
Telephone”).

7. Complete Transmittal Form

The transmittal form lists all the student record abstracts,
interview forms, and control group forms being sent to the pro-
ject office. It is important to list everythigg being sent so
that the receiving clerk can be sure that nothing was lost in the
mail. It also gives the data collector ar opportunity to make

sure he is sending in all the required forms.
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8.  Bundle Data and Insert in Pre-Addressed Mailer

Pre-addressed, padded envelopes are provided to the data
collectors to ensure that data are correctly addressed and pro-
tected during shipment.

9, Seal, Tape, anq‘uail Data Package

First class mail is used to transmit data because of the
widespread availability of post office and drop boxes. Special
services (registered mail, express mail, special delivery) do not
add enough security or speed to the delivery to be worth the
cost. In previous data collections, no data have been lost or
inordinately delayed through the use of ordinary first class
m2il.

The field representative should mail completed instruments
to the Project office every two or three days. Waiting longer
than three days increases thé risk that instruments will be lost
in the field. Instruments should be sent in heavy-~duty envelopes
accompanied by a transmittal fcrm detailing the contents of the
mailing.

10. Record Mailing Date and Location in Notebook

Recording the date and location of mailing provides a useful
record in case of any disputes with either the Postal Service or
the data collector about delay or loss of forms.

11. cCall Supervisors

Data collectors should call the field supervisor once a week
to discuss the progress of the data collection and any problems
or questions encountered in the field. This call will also ena-
ble the supervisor to regularly discuss any procedurgl or coding

15
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errors by the data collector, or any vague, undocumented, or
unallowable field expenses. C(Critical problems should be resolved
by an immediate phone call from either the supervisor or the data
collector, and not left to the weekly call.

Task 4.6: Implement Qua. .ty Control and Supervision Plan

To ensure that the data collected for the error study are
accurate, timely, and obtained at minimum cost, a supervision and
quality control plan must be implemented at the start of the
field‘period. Communication with the field representatives will
take place through periodic memoranda and through scheduled week-
ly telephone calls from the field staff to the project office.

In addition to quality control measures such as the field editing
(discussed in Task 4.5) and the manual and machine editing con-
ducted in the project office (discussed in Chapter 5), a sample

of completed instruments must be randomly selected and validated

by the project office staff to ensure the reliability of the
collected data. In addition, field representatives should be
monitored in person to ensure that they are following all pro-
cedures properly and reéording the correct data. 3

Procedures

1. Send Periodic Memoranda

Send memoranda to the field representatives as often as
necessary throughout the field period to communicate updates to
existing procedures or implementation of new procedures.

2. Establish Telephone Schedules

A separate telephone line with an 800 number and a . recording

device should be installed in the project office. At least once
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a week on a scheduled day and timé the field represantatives
should be required to call the project office. These weekly
calls can serve three purposes:
o Monitoring of Data Collection. During these calls a
project staff member can answer questions on interview-~

ing technique, instrument, administrative, coding con-
vention, and so on.

Bl

® Changes in Interview, Travel, and Accommodation
Arrangements. There may be unforeseen changes to the
field representative's itinerary initiated by financial
aid officers, hotels, or airlines. 1In all cases, the
field representative should be required to report
schedule changes to the project office. If the pro-
gress of a particular field representative lags due to
unforeseen data collection or travel problems (e.g.,
sickness, bad weather), a project staff member can use
the weekly telephone call to discuss ways of resolving
the schedule proulem with the field representative.
Sites of field representatives whose progress is lag-
ging can often be reassigned to others who are ah-ad of
schedule.

™ Clarification of Routine Business Matters. Issues
related to expense reports, travel advances, paychecks,
and so on can also be discussed during the weekly
calls.

The field representatives should be encouraged to call the
project office more frequently than the required wéekly call. A
recording device should be installed to take messages after
business hours.

3. validate the Field Representative's Work

During the field period, verify that the institutional site
visits are being conducted according to correct procedures. Sel-
ect one recipient at random from each institution in the sample.
Telephone the financial aid administrator to confirm that the

student records were, in fact, inspected, and that the conduct
!
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of the field representative was appropriate. In addition, the
financial aid officer should be asked to verify two questions
from the Institutional Questionnaire (IQ) and one from the record
abstrac} of the selected recipient. The items selected for vali-
dation should be those unlikely to have changed in fact or in the
financiai aid officer's perception between the time of the site
visit and the validation call. For the Stage One study, Advanced
Technology asked "wWhat Types of Documentation of Income Are Rou-
tinely Collected by You; Financial aAid Office?” and "How Fre-
quently Are Payments Disbursed to Eligible Recipients?” from the
interview, and "What Is the Recipient's SAI?" from the record
abstract. If a financial aid officer makes a negative evaluation
or a discrepancy is found between the field representative's
findings and the validgtor‘s findings, the field representative
should be contacted immediately for an explanation.

4. Observe Field Representatives On-Site

Monitor each field representative on-site at least once
during the field period. The monitoring visits should occur
during the first two weeks so that any problems in field proced-
ures can be found and corrected early. During the site visit,
observe the field representative's intqrviewing tedhnique, pro-~
fessional manner, thoroughness, and accuracy. Review several
completed file reviews thoroughly. Discuss any problems found.

Task 4.7: Follow up by Telephone

Field representatives may send instruments to the project

office with critical items left blank or with data that are



inconsistent or illogical. Missing and inadequate data can be
collected efficiently at low cost by telephoning the field rep-
resentative or the institution. Experience suggests that,
although extremely important, this is not a time-consuming task.
In Stage One, only 5 institutions out of a total sample of 305
were contacted to retrieve data.

Procedures

1. Telephone Field Representative or Institution

Once the missing or inadequate data are found (usually
during the manual or machine editing stages), call the field
representative or institution.

2. Code Instrument

Code the instrument based on the new data collected in the
telephone conversation. (

Task 4.8: Debrief Field Representatives

Data collection for the institutional compo. .at of the error
study should not end with the last site visit. The field repre-
sentatives, particularly if they are financial ay.d professionals,
will have many observations and recommendations regarding error
in the Pell Grant program.

Procedures

) Plan One-Day Debriefing Session

Develop an agenda for a one-~day panel discussion among field
representatives and project anilysts. The debriefing agenda used

by Advanced Technology during Stage One is shown in Figure 4-5.



2. Conduct Debriefing Session

During the day-long session, discuss significant problems
with the Pell Grant delivery system and quality control proce-
dures being used ot institutions. Also, discuss ways in which

the institutional data collection could be improved for the next

study.
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CHAPTER 3§

DATA PREPARATION SPECIFICATIONS

OVERVIEW
The purpose of the data preparation system is to compile,

verify, convert, agg organize raw survey data onto a computerized

data base for analysis. The major objectives of the system are

to:

o Ensure the timely and efficient processing of the
incoming raw data

e Ensure the complet:ness and accuracy oi the survey data

o Maintain control of the status of all data collection
instruments to prevent them from being lost or mis-
placed

e Ensure the transcription accuracy of coders and data

entry staff ' i
) Maintain the confidentiality of the data

o Ensure that "cleaned"” data files are successfully
merged to form a single file of "best verified"” data

Technical specifications for meeting these objectives are set
forth in thig chapter task by task and step by step. As in Chap-
ter 4, the descriptions of each task follow a set fcrm&t: first,
a discussion of the purpose of the task and any important issues
that need consideration and, second, a step-by-step list of pro-
cedures. Figure 5-~1 presents an overview of the tasks and pro-
cedures described in this chapter. ’

In general, the procedures set forth in this-chapter ipply
regardless of the type of data collection instrument or hard copy

form that will be processed. . For example, 30 page interview

questionnaires with many open-ended questions must be scanned,
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coded, edited and keyed, in the same basic way as 2-page 1040 tax
returns.

Schedule Considerations

Data preparation should begin once the data start arriving
from the field rather than after a complete set of data has been
collected, for two reasons. First, analysis of findings can
begin and be completed much sooner than otnerwise. Second,
telephone follow-up'of respondents or interviewers who have sent
incomplete or inadequate data to the home office is more success-
ful the closer it is conducted to the time of the interview or
the data collection. For example, if data preparation is done on
a continuous and efficient basis, an important omission on a
questionnaire sent by a field integviewer can be discovered
within a week after the interview:. When contacted,. that inter-
viewer will likely remember the interview and will be able to
provide the information over the telephone. If not, the inter-
viewer might still be in the vicinity where the interview was
conducted and will be able to recontact the respondent.

Security and Confidentiality

The organization responsible for conducting an annual
assessment of Pell Grant error must be firmly committed to pro-
tecting the confidentiality and privacy of individual data col-
lected from students and parents. Ail data preparation activi-
ties should be conducted in accordance with the spirit and letter

of the Buckley Amendment and the Privacy Act of 1974. The
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following steps should be taken to safeguard the security and

confidentiality of the data:

) Receipt control, cnding, editing, and keying operations
should all be conducted in lockable rooms accessible
only to project staff.  Cleaning personnel should only
be allowed to enter the rooms when one of the project
staff is also there. '

o Data collection instruments must be maintained in lock-
able file cabinets in these rooms.

e All staff members who handle individual respondent data
should sign a confidentiality pledge.

[ All the necessary documentation of computer files
should be kept in a file actessible only by authorized
project staff analysts.

® If any computer file needs to be processed outside the
home office, no personal identification should appear
on a respondent data record. 1Instead a system of files
should be formed with File 1 containing personal iden-
tification (name, address, and telephone number) for
each sampled recipient, File 2 containing the responses
for each participant, and File 3 containing information
which links File 1 to File 2. 1In such a system there
can be no link between respondent data and personal
information without the presence of File 3.

TASK 1: RECEIVE DATA

Central to the data preparation effort, particularly when a
large number of data coiiection instruments is involved, is a
well-defined system to be used by home office staff in the
receipt, logging, and routing of all instruments. Procedures
must be instituted to maintain control of the status of each
instrument from the time received at the home office to the time
the data are entered onto a computer data base.

It is highly recommended that the receipt system make use of
a computerized file of respondents, particularly when the sample

is large and the data collection requires a telephone follow-up




of nonrespondents. The respondent file, created during the
sampling stage, should include at a minimum the na;es, addresses,
and Social Security numbers of sampled students and parents and
the names and addresses of sampled institutions. The file can be
used to:

e Generate a log for cataloging data instruments as they
are returned from the field

) Produce up-to-date reports on the progress of the data
collection and data preparation efforts

) Identify nonrespondents
Procedures
1. Record on Master Control Log

As instruments arrive in the home office, a log-in clerk
should record the date received and his or her initials on the
master control log. This log, genera£ed from the computerized
respondent file, should include the name and address of each
raspondent in study identifier order. Space should be provided
on the log for updated information on names and addresses.
Figure 5-2 shows the log used by Westat during the Stage One
study. The master control log's usefulness is demonstrated when
someone wants to know a certain instrument's whereabouts. To get
this information, simply look up that instrument's identifier in
the master control log: absence of any entries indicates the
instrument has not been received.

2. Log onto Respondent Control File

Once instruments have been recorded on the master control
log, the clerk should enter the fact that the instrument was

received and any address updates onto the control file. 1In the
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Stage One study, Westat used an optical character recognition
(OCR) Wand Reader which scanned each instrument and transferred
information to the control file. A card update approach can be
used, although it is more time consuming and less efficient.

) 3. Scan Edit

After logging in, the clerk must review the instrument to
determine if it is‘s?fficiently complete to continue to be pro-
cessed. The instrument should be considered incomplate if more

RSy than 10 percent of the questions or items are blank or if any
critical piece of information was not provided. 1In the Stage Ome
- study critical iteﬁs ware those items needed to calculate total

error, institutional error, total student error, and application
item error. Incompiete instruments should be set aside for tele-
phore _ollow-up (see Chapter 4): complete instruments should con-
tinuc to be processed.

4. ' Batch

The clerk should then batch instruments into groups of
manageable size (normally 10-50 instruments per batch) and attach
a transmittal sheet identifying the contents of the batch. The
batch shquld be given an identifying number. Bat. ing facili-
tates the handling of a large number of instruments and minimizes
the risk of losing and misplacing instruments.

5. Record on Master Control Log and Batch Control Log

Ornce a batch has been formed, the clerk should record its
I1.D. for each of its instruments.on the master control log and
then make an initial entry in a batch control log. A batch

control log, an example of which is shown in Figure 5-3, should
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BATCH CONTROL INHG USED
DURING STAGE ONE QC STUDY
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be used to trace the path of each batch of instruments through
all processing steps. A batch's line entry ;hould be initialed
when the batch is ermed and then updated (initials, dates,
remarks) as the batch enters or exits a processing step.

Using the master gpntrol log and the batch control log, the
exact status and locati&n of an individqual instrument can be

a

found as follows:

° Locate the instrument's I.D. number in the master con-
trol log. Find the number of the batch containing the
instrument.

) Locate the batch number in the batch control log.
Determine the physical location of the batch.

TASK 2: EDIT AND CODE

Once the data collection instruments have been received and
logged in, they must be thoroughly reviewed for completeness and
accuracy and their responses must be translated into numerical
codes. In reviewing and coding the instruments, the coding staff
can make decisions that have a substantial impact on the analyt-

' ical findings. Therefore, it is very important that:
® A detailed, easy-to-use, coding and editing specifica-
tions manual is developed to guide coders, to act as a
reference for programmers and analysts, and to provide
documentation of the data files.

° Coders are thoroughly trained

The coding and editing specifications manual must contain the

following:

) Codes for all possible responses, including codes for
missing data such as "response not ascertained,“ “inap-
plicable” (legitimately skipped), and “don't know"

o General editing instructions including the logical
range of values precoded by the interviewers or
regspondent




) Clear delineation of skip patterns

® Variable names for all items to be coded/edited
The text of the manual should be kept on a word processing sys-
tem so that new codes can be quickly added. Figure 5-4, a
‘selected page from tﬁe student interview manual used by Westat
during Stage One, shpws an exemplary format for a coding and
editing specifications manual. Westat's and‘Advanced Technol-
ogy's Stage One manuals could easily be modified for an ongoing
annual assessment of Pell Grant error once a decision is made on
the data that will be collected.

The coding staff must be thoroughly trained in the use of
the manual, the general data preparation procedures, and the
regulations and procedures of the Pell Grant program. One day is
normally a sufficient amount of time for training. The training
session should include both an item~by-~item explanation of
coding/editing specifications with attention paid to potentiall;
error-prone areas and the coding of several practice cases con-
taining specially selected response patterns. These practice
cases should be carefully reviewed by a senior staff member.
Coders with unacceptable practice performance should be given

additional training.

Procedures

1. Code

Assign coders work by coding batch, and require them to com-
plete the coding of one batch before beginning work on another.
When a coder receives a batch, the batch's assignment must be

noted in the batch control log.
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Student Carg 08

Juestion Column
\umber Number
263C 6849 (PROBE): How did you figure out the answer to this quest ion?
- = Inappliceble, coded 2, 8 or 9 1n 062, Col. 37,
Card 08; or coded ++, 01-04, 10-16, 96, 98 or 99 1n
0638, Cols. 46-47, Card 08
o1 z Remesbered/knew (respondent or other family member)
02 = Estimated/quessed
=z Consuylted professional
o8 s DK
s Not sscertained
6% 50-5% what was the total amount of (your spouse’s or) your (or your
share of) mortgages or relsted dedbts for wnich your business(es)
(wag/were) used as collateral?
e = Inapplicable, coded 2, 8 or 9 1n (62, Cul. 37,
Card 08 '
! 000001 -
‘ Coce +'s 1in 100000 s Actual dollar amount
[ 264A, Cols., 999997 z ! one
%¢-57, Card 08 999998 = DK
[ 995999 z Not ascertained
Q6aA 96~57 Plegse show me the (ducument/paper) you have to l(verify/pruve;
this.
e = Inspplicable, codec 2, 8 or 9 1n Q62, Col. 37, Carda

08; or coded e, 999998 or 999999 1n 064, Culs.
50-55, Card 08
01 = Copy of mortgage statement

02 = Copy of statements of losns against business
11 = Regpondent ‘s personal ledger/records

12 = 1120 tax form

13 = 1040 tax form

96 = Left 1t blank

97 : No cocumentation

og = Dk

99 = Not ascertained

FIGURE 5-4

SELECTED PAGE FROM CODING MANUAL
USED DURING STAGE ONE QC STUDY
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Due to questions in the data collection instruments which
are open-ended in format, coders will often not be able to code
responses with any of the predetermined list of codes. in the
editing and coding-specifications manual- In such cases, the
coder must record the response and forward it to a senior staff
member designated as the coding supervisor who, if necessary,
constructs a new code. Coding decisions must remain consistent.
Therefore, the coding supervisor should serve as the focal point
of all decisions. It is important that all decisions be recorded
on a log, an example of which is shown in Figure 5-5. A decision
log can aid the coding supervisor in making consistent decisions
throughout the coding process. It also can provid; information
to revise the data collection instruments and the coding and
editing specifications manual for the next data collection
effort. At least once a day, the coding staff should be informed
of all coding decisions; coders should then be responsible for
updating their manuals.

2. Edit

All instruments during coding must be reviewed for complete-
ness and accuracy. Coders should check skip patterns to see that
they are followed correctly, check responses for legibility and
relevénce, and check the consistency and logic of all data.
Although coders scan all items on the instruments, certain ques-
tions that are found to be error-prone should be given particular
attention. When coders find erroneous skips, illegible answers,
or illogical responses, they should document the problem and

refer the case to the coding supervisor.

5-13
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PROBLEM SEEET

ID Number:

Circle One:
Package Number: SRA CCG IQ
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Coder:
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FIGURE 5-~5

CODING DECISION LOG
USED DURING STAGE ONE QC STUDY
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Often missing, incorrect., or illegible data can be recon-
structed on the basis of responses to associ;ted questions or
notes by the respondent or interviewer in the margins of the
instrument form. If data which are critical for measuring error
cannot be reconstrgcted, the instrument should be set aside for
telephone follow-up (see Chapter 4).

3. Conduct Quality Control Check

High performance standards must be maintained for all coders
through sampled inspection of each coder's work. At the begin-
ning of the process, the coding supervisor should inspect all
ins .ruments in each coder's completed batch. Once a coder
attains an error level below .1 percent (for example, one error
every 10 100-item instruments), verification can be cut back and
performed on no more than 10 percent of the coder's subsequent
work. Verification sheets showing number and types of errors
should be maintained by the coding supervisor and copies distri-
buted to the coders. Whenever a coder's error rate exceeds the
.1 percent standard, or a pattern of errors appears, verification
of that coder's work should be increased, and feedback or

retraining on specific procedures given.

TASK ?: KEY ENTER

Westat's and Advanced Technology's experience in entering
large volumes of data has proven batch entry to be more economi-
cal, efficient, and effective than on-line entry. Data may be
entered from key to card, key to disk, key to disk to tape, or

key to tape. The data processing environment of the organization

|
~3
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which conducts the annual error assessment (ED or contractor)
will dictage which data entry approach is most advantageous.

The data entry staff must be provided with keying instruc-
tions which include the record (card) layouts for each data col-
lection instrument, the data field locations, the allowable con-
tent for each data field (alphabetic, numeric, zero fill, and
skips), and valid field ranges.

The data entry machinery must allow for simple editing of
data items to ensure keypunching accuracy. These edits should
perform alphabetic and numeric field checks and field range
checks. The key entry system should also have the capability of
generating reports for the data entry manager and detailing pro-
duction and error rates accumulated by each key entry operator.
This report will allow the manager to screen for systemaﬁic
errors and to control tightly the quality of all déta keyed into
the system.

Procedures

1. Key Enter

Keying should be performed in batches, transferring data
directly from instruments to cards, disk, or tape. Once a keying
operator receives a batch, the assignment should be recorded in
the batch control log. Keypunch errors vaught by the key entry
edits must be corrected immediately by the Xkeypunchers.

2. Key Verify

Each batch of keyed data must be 100 percent key verified
against the associated instruments by an operator other than the

one who originally keyed in the data. The data entry manager



should maintain a record of errors for each keying operator. 1If
an operator's error rate exceeds an unacceptable level, the

manager should give feedback or retraining.

TASK 4: MACHINE EDIT AND UPDATE

When the data are returned from keypunching they must be
processed through editing software to verify their correctness
and completeness. The editing system performs range checks on
individual items and cross checks on related items to ensure that
all fields contain data within valid ranges and consistent across
data fields.

All editing software should be developed and in place by the
time the first data are returned from keypunching. The progfam-
mers designing the software'must have some input into the forms
design stage of the task so that the best possible record layouts
can be designed. The programmers should also be present when
coding convencions are established in order to guarantee that the
coding’methods chosen do not prevent efficient editing.- After
coding conventions are established, all the software can be
designed and tested. The major portion of the editing should be
done by a COBOL program designed to edit 80 byte records
according to specifications provided to it thrrugh a group of
parameter cards. These parameter cards must be written for each
tyre of data to be edited, e.g., parent, student or institution
data, and must specify range checks and cross-field checks to be

performed on data items.

ey
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Editing software must be changed each time a new code is
established by the coding supervisor. It should be the responsi-
bility of the coding supervisor to keep the programmers informed
of all code changes as soon as they are established.

Data that include multiple records per case require addi-
tional editing to verify that all data are present in complete
sets. A short EASYTRIEVE set check program will accomplish this.
This program can be;written at any point after the forms design
stage.

Procedures

Note that all ediéing software described here has been
developed by Advanced Technology. With certain modifications and
enhancements, the COBOL and EASYTRIEVE existing programs could be
reused for subsequent error studies.

1. Run Edit Program on Keyed Data

The data should be forwarded in batches from the key entry
site with documentation identifying the type of data and the num-
ber of cases or records contained in each batch. The data should
pe used as they are batched unless batches contain a small number
of records (e.g., less than 200) in which case several batche# of
the same type data will be combined and run together.

Input data_into an IBM sort program and sort first by I.D.
and second by card number. This is the order in which the tape
will be processed throughout the editing cycle and it is also the

order of the final tape. The output to the sort will be a sorted

tape.



Input the sorted tape into the appropriate COBOL editor
program. The invalid data will be written to disk and to the
printer. The valid data will be written to tape. The printed
output will identify each error by field bame and print the
entire data record. Control totals will also be butput and muat
be checked to ensure that all data records have been processed
and are accounted for on either the valid or invalid data files.

2. Resolve Edit Failures

Pass the printed output to the coders to be reviewed and
corrected. Coders must locate the original instrument for each
record in error and make corrections on the printed output. If
the error cannot be corrected by reviewing the instrument, the
form must be forwarded for telephone follow-up. If the correct
value for the data item in error cannot be obtained, the coders
should designate it as missing data. When all errors for one
batch are resolved the printed output must be returned so that
the file can be updated.

3. Update File

Review the corrected output to ensure that all errors have

been resolved and will not be rejected again by the COBOL editor.

Corrections must then be made to the error records on the disk

file. This can be done on the CRT by data entry staff.

4. Repeat Edit Process Until File Is "Clean”

Input the corrected disk file into the COBOL editor. If any
errors are found in this run, the correction process must be
repeated until there is no invalid data found by the COBOL

editor.



wWhen the data from the batch are error free they will be
located on several different tapes. These tapes must be merged
together. Since all tapes are sorted in the same order, they can
;bc merged by using an IBM merge: The output of this merge will
be one tape with all the clean data from one batch. All
intermédiate tapes and disks should be purged at this point.

5. Run Edit Program to Ensure Completeness of Data

Input all "clean” data tapes that contain multiple recards
per case into the EASYTRIEVE set check program. This program
will output a printed list of all data records that are part of
incomplete sets of data. These errors must be resolved in the
same way as the errors from the COBOL editor. To corr;ct set
check errors, an EASYTRIEVE program must be written and executed.
The output will be a tape containing the final cleaned and com-
plete data for the batch. This tape should be run through the
set check program again to verify its correctness.

Store the final tape from each batch until it is needed for

analysis or until all batches of data for one type of data are

clean.

TASK 5: REFORMAT FILES FOR ANALYSIS PACKAGE

The particular analysis package to be used in the study will
determine what type of data file isuﬁééégéafy;' Pést'exééfiéhcé“
suggests that the Statistical Analysis System (SAS) is the most
efficient and flexible software program for this type of study.
SAS, for!example, is considerably more flexible than other pro-
grams for merging racords which contain varying types and amounts

¢ information into a single data base.
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The data at this point are stofed on IBM operating systgm
(0s) files. For use in SAS it shouid be reformatted into a SAS
file. Although the data can be read directly from the 0S files,
reformatting the files allows variable names, variable labels
describing their purpose, and value codes for categorical vari-
ables, to be stored on the file itself. Since a great number of
variables are needed in the study, reéformatting the data will
prev :% confusing data items and names. °
Prenn»i. - as

e e e b —

1. Create SAS File

Create a separate SAS file for each data source, (e.g., IRS,
parent interview, student interview), using a SAS program. The
«ata items for each file will be contained on one or more records
(zards), each of which includes a common variable--either student
I1.D. or institution I.D. Read each record into a separate output
file and assign variable names to each item. Sort the output
files by the common variable and merge them to form a single
file. Because of the number of variables involved, the names
used should follow the cLivention of a three-letter code signi-
fyi g the source followed by a two- or three-digit number
assigned sequentially. For example, variables in the parent
interview file could be named PAROOl, PAR0O02, PAROO3, etc.

Translate missing value codes, i.e., codes for "not appli-~
cable,” "no answer.," .7 "don't know," into a siqgle missing code

in th. merged file.



2. Assign Variable Labels

Next assign labels to each variable describing the purpose
of that data item. Labels are used in later analysis procedures
to produce more readable ocutput. The institution interview file
may contain many cat.egorical variables with multivalued codes.

These values should be recorded and labeled in the file as well.

TASK 6: PRODUCE MARGINAL TABULATIONS

After the raeformatting of the data is complete, the data
should be checked again to see that the reformat programs ran
successfully. If the reformatting programs are done in SAS, it
is a simple matter to prcduce marginal tabulations and simple
statistics ;5 a part of these programs. The tabulations may then
be used to check the accuracy and completeness of the data.

These tgbulations provide the analysts with an overall look at
the range and distribution of the data. In addition, they may
serve aslgiagnostic tools when problems or questions turn up

later in the data merge or analysis.

Frocedure

1. Produce Statistics

At =he end of each reformatting program, run a procedure to
determine the frequency of each value in categorical data,”(e.g.,
PROC FREQ in SAS). The distribution of continuous variables,
including the means, extremes, and gquantities, should be found
4sing another analysis procedure (e.g., PROC UNIVARIATE in SAS).

produce cross-tabulations with related categorical variables.



Run at least one of these procedures on every variable. Frequen-
cies should also be run on ranges of values of continuous vari-
ables, but some care should be exercised as frequencies run on
continuous variables and univariates run on categorical variables
will pruducé great quantities of meaningless output. Finally,
print a number of cases to provide a general check on the data.
2. Review

Review the tabulations, sta£istics, and print-outs for any
conspicudus errors. These will most easily be found on frequency
tables, in cases where the data are obviously not distributed
properly. A common symptom of problems with either the data-or
programs is an inordinate number of missing values for a data
item. Errors are often detected on print-outs repeated or
inappropriate values for continuous variables. Errors of this
type may well have escaped detection in machine edits, or
possibly were created in the reformatting programs. Even if no
conspicuous errors are found, these varipus statistics will be
useful later as diagnostic tools.

When any errors are detected their cause(s) should be deter-
mined and their problem(s) eliminated. This requires checking
both the reformatting algorithms and the hard copy interview
data. Finally, the file should be updated, and new marginal

tébulations, statistics, and prints should be produced.

TASK 7; MERGE DATA FILES

In order to analyze error in the Pell Grant program, the col-

lected data must be manipulated to yield a single file of the
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best, most rz2liable data and award calculations. fhis £ile is
created by a series of merge programs which build thé final file
by retaining values from the various data files. The merge pro-
grams are ordered in such a way that the most valid data file is
merged first, the second most valid is merged second, and so on
down to the least valid data. In this way dath items begin with
missing values and are assigned the most valid available value as

each new data source is merged. The purposes of the merge system .

are:
o To make final determination of the student's marital
and dependency status, and, if dependent, the marital
status of the parent
) To proceed in a step-by-step manner, from most reliable
to least reliable data files, allowing for intermediate
checks on the quality and appropriateness of data
e To provide the "best value” data file from which any
error computations can be made
Procedures

Note that the merge prégrams here have been developed by
Advanced Technology, and with certain modifications and enhance-
ments they could be revised for subsequent error studies.

1. Code Dependency and Marital Status

The first program in the merge snould collect the necessary
information to code the student'‘s dependency and marital status.
The status information is necessary to determine what data are
appropri: te in each case. For example, if a particular student
is independent, then no parent information should be retained.
Or, if a dependent student's father has died in the previous

year, then the merge process must be programmed not to retain his

181
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income, even though it may be reported on some data sources. The
initial merge program reads the dependency and marital status
items from all the following files available: parent interviews,

student interviews, and student aid reports.

2. Prioritize Data

Any data corroborated by a signed legal document, such as a
signed tax form, a certified savings account passbook, or a
mortgage,ushould be considered documented data and given priority
over undocumented data. Such data, however, may or may not be
available in any given study. If they are available, then the
data from status and marital questions should be givenAthe fol-
lowing priority: »arent documented, student documented, parent
undocumented, student undocumented, and SAR. If documented data
are not available then the final three categories are the rele-
vant ones, and their order remains the same. Variables which
will contain the codes for dependency status (STATUS), students
marital status (MAR-1), and parents marital status (MAR-2), and
“flag variables” to code the source of the data, are initialized
with missing values. As each file is merged, the pfogram fills
any missing value with the available data. When a case takes
value a from a file, it codes the corresponding flag variable.
After the last file has been merged, STATUS, MAR-1, and, if
status is dependent, MAR-2 should have values. Any case for

which these values are still missing must be dropped from the

sample.
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3. Merge Files

The next program in the merge should initialize all vari-
ables which pertain to tax data}(e.g., adjusted gross income or
medical and dental expenses), as well as the corresponding source
flag variable, to missing values. The tax data file will now be
merged to recode these variables with the appropriate values.
The SAS program will sort out relevant data using the dependency
and marital status values and a series of IF, THEN DO loops. In
some cases, data will be irrelevant, such as an independent stu-
dent's parent tax data, and they will be rejected. Tax data
should be merged before other data because they are the most
reliable. Figure 5-6 shows the priority of the data sources for
the "best values" variables used in the Stage One study and
indicates the order in which files should be merged. Variable
names are given along with their descriptions. PARC, STUC, and
SRAD represent the parent certified, student certified, and
student record abstract documented files, respectively. PARN,
STUN, and SRAW represent the parent noncertified, student
noncertified, and SRA weakly documented files.

Following the IRS file, the parent interview, then student
interview files should be merged in the same manner. All neces-
sary "best value” variables have been initialized by this point,

as well as the means and extremes for some of the continuous

variables.

f

The next step in the merge is to determine whether student's
dependency status is different on the best value file from the
SAR. SAR and Student Record Abstract (SRA) data will not be

1923
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decreasing priority

ol

BEST VALUE
VARIABLE NAME IRS PARC STUC SRAD PARN STUN SRAW
CTZN (citizenship) 1 2 3 4
MAR-1 (student marital) 1 2 3
BA (bachelor's degree) 1
PAR 80 (Did student live

with parents in 198(7?) 1 2 3 4 5
PAR 81 (in 19817) 1 2 3 4 5
EX 80 (Did parents claim

student as exemption in

19807?) 1 2 3 4 5 6
EX 81 (in 19817?) 1 2
SP 80 (Did parents give

student $700 support in

19807?) 1 2 3 4
SP 81 (in 19817?) 1 2 3 4
HSHLD (number in

household) 1 2 3 4
INCOL (number in

college) 1 2 3 4
MAR-2 (parent's marital) 1 2 3 4
FILED (IRS filed?) 1 2
FILAS (estimated) 1 2
EXMPS (number of

exemptions) 1 2 3 4 5 6 7
AGI 80 1 2 3 4 5 6 7

FIGURE 5-6

DATA MERGE PRIORITY TABLE
USED 72! STAGE ONE QC STUDY
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decreasing priority

.
BEST VALUE
VARIABLE NAME / IRS PARC STUC SRAD PARN STUN SRAW
TAX 80 (taxes paid) 1 2 3 4 5 6 7
3

IT™ 80 (itemized ‘

deductions) 1 2 3 4 5 6 7
SS (Social Security

payments) 1 2 3 4 5 6
NONTAX (income of head

of household) 3 1 2 4
INC-1 (income of head of

household) 1 2 3 4 5 6
INC-2 (second income) 1 2 3 4 5 6
MED 80 (medical/dental

expaenses) 1 2 3 4 5 6 7
TUIT (tuition paid for

high shcool) 1 2 3 4 3 o
CASH (cash assets) 1 2 3 4 5 6
HOMEV (home value) 1 2 3 4 5 6
HOMED (home debt) 1 2 3 4 5 5]
INVV (investment value) 1 2 3 4 5 o
INVD (investment debt) 1 2 3 4 5 6
BUSV {(business value) 1 2 3 4 5 6
8USD (business debt) 1 2 3 4 5 5)
VAM (monthly VA pay) 1 2 3 4
VA-M (number months VA

pay) 1 2 3 4

FIGURE 5-6 (cont’'d)

DATA MERGE PRIORITY TABLE
USED IN STAGE ONE QC STUDY
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decreasing priority
BEST VALUE
PARN STUN SRAW

PARC STUC SRAD
1 2

IRS

VARIABLE NAME
SSMO (monthly SS pay)
/ SSNMO (number months SS
pay)
2 3 5

/ INC 80 (dependent
student income)
1 2 3 4

ASETS (dependent student

assets)
FRMV (farm value)
1

FRMD (farm debt)

FIGURE 5-6 (cont’'d)

DATA MERGE PRIORITY TABLE
USED IN STAGE ONE QC STUDY
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valid in these cases. The file must be broken into two sets, one
containing cases where the status changed, the other containing
the rest of the cases. The first file, the status changers,
should then be merged with undocumented data if the documented/
undocumented distinction exists. Otherwise, the file for these
cases has all of the "best values” and is ready for the SAI and
AWARD computation programs. The second file must be read into
merge programs to merge data from th; SAR file, the SRA file, and

the undocumented data they are available.

4. Compute SAI and Award

The merging of “best value” data is now complete. The re-
maining tasks to prepare the data for error analysis are to cal-
culate the SAI, the correct awards, and the discrepancies between
these calculated values and the reported values. The program to
calculate SAI will merge the status changer file and will calcu-
late SAI for each case. The last program will merge the file
with “best values” and SAI with the institutional interview file,
from which values for cost of attendance, other expense data, and
fuli-time status definitions can be taken. The program should
then compute the correct award for each student. Finally, the
program should calculate discrepancies between calculated SAI and
the SAI reported on the SAR, and between the correct award and
the award reported on the SRA file. The file is now ready for'
any error computation and analysis.

The merge programs requiré considerable space in the com-~
puter, a fact which can cause problems for the programmer. The

scoi)pe of the problem depends on the amount of data collectad and



coded in the data files. This problem can be minimized by drop-

ping the incoming data variables from the merged file at the end
of each program. If the documented/undocumented (or validated/
nonvalidated) Eistinction is operable, then this means that the
relevant files must be re-merged when the undocumented data are
to be merged. However, it may be advantageous to keep certain
variables when they are merged the first time. For analysis pur-

poses it is useful to keep the SAR file data as variables sepa-

rate from the "best values."

TASK 8: CONDUCT QUALITY CONTROL CASE REVIEW

.

After the best'value file has been created a careful check
of the data should be made to determine the success of the merge
programs and to ensure the reliability of the data. It has been
found that the most effective test is case review, i.e., checking
print outs of cases against the hard copy data. This should be
done by personnel who thoroughly understand th: data and the sta-
tistical analyses for which thye are to be used. The goal of
case reviewing is, first, to test the workings of the merge

programs. In particular:

o Whether status items were correctly determined
 J Whether scorrect values were reported
o Whether they came from thas correct socurces

Second, the case reviewing tests the overall reliability of the
data for both random and systematic problems such as:
® Keypunching errors

® Coding errors
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® Interviewer errors

L Inconsistencies within individual cases
Casé reviewing will usually produce several problems to be cor-
rected by modifying one or hore of the merge programs, as well as
upd§tes on a case-by-case basis. After changes have been made a
final case review should be done to be sure no new problems hav;
arisen.

Procedures

1. Select Sample ) ¢

Since the entire population carncot be inspected, select a
sample of cases to review. There are several ways of selecting
this sample. One way is to sort the file by award discrepancy
and take the cases with the largest discrepancies. In this type
of sample any gross errors, like keypundcii errors Or merge e€rrors,
are likely to appear. Another type of sample is a random sample,
or a random sample stratified by some variable such as disburse-
ment amount ranges, award discrepancy ranges, AGI ranges, etc.

In these types of ‘samples, the systematic errors are more likely
to appear. The case review should be done with a couple of d.f-
ferent types of samples, if time and budget constraints permit.

The size of the sample will also depend on these considerations.

After the sample has been chosen, gather the file and hard
copy data for those cases. All hard copy data used in the crea-
tion of the file will be needed (i.e., tax forms, parent and
student interview data, SARs, and SRAs). Print all the best

value variables, the SAR variables used in calculating awards and
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award discrepancies, and the student I.Ds. In addition. include
the source flag variables that form the best value file.

2. Review and Update

Compare the hard copy data with the file data. Be careful
to find the best value for each variable in the documentation <o
check against the file. In reviewing the cases, one must be well
versed in all the possible mitigating circumstances which cause
some otherwise valid-looking values to be passed over.

When an error is found, determine whether it is a systematic
error or a Keypunch/editing/coding error. Systematic errors are
those which K occur every time the same conditions are present in a
case. For example, if all dependént students with a recently .
widowed parent have two different parent incomes on the file,
then it is assumed that a systematic error is occurring.

If e . +vs are found, correct the file through an update of
the merge programs, or an ad hoc merge program which selects the
affected cases and corrects them. Keypunch/editing/coding errors
can be individually corrected on the file itself, although other
errors ¢f this type will remain. If a great number of these
types of errors are found, then closer investigations are needed
to see if they are, in fact, due to some systematic error.

After all the necessary program changes and file updates
have been made the previous error cases should be checked to see
that the problems have been solved. A new sample is then drawﬁ

and the cases reviewed to see that new problems have not arisen.
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CHAPTER 6

GUIDELINES FOR CONDUCTING DATA ANALYSIS

PRELIMINARY STATISTICAL ANALYSIS

Grouping Unit Records for Analysis

Once error values have been assigned to each sample case,
rules for including cases in summary statistical runs shbuld be
specified. These rules should address the following issues: -

o Inclusion or deletion of cases (unit records) where no
disbursements are recorded

e Inclusion or deletion of cases where data collection
is incomplete

® Inclusion or deletion of cases where verification data
are incomplete

Specification of inclusion rules involves the considera-
tions detailed below.

Zero Disbu:gement Cases

There are several reasons why there may be no recorded Pell
award disbursement for a given case. For exampie, (1) the
student may have been considered ineligible for a grant by the
institution, and therefore no grant was awardec; (2) the student
may have withdrawn from school before picking up his or her
award; (3) the student may have decided not to pick up the award
for personal reasons; and (4) there may have‘been an error in
institutional disbursement records. Different explanations for
zero disbursement have different implications for analysis. 1In
some cases, zero disbursement reflects correct institutional

behavior, and in others it may reflect either an error in

bookkeeping or administrative procedures.
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Analysts should specify which option is to be used in choos-
iv - which cases, if any, should be deleted in error analyses:

Option 1l: Delete all unit records with zero disburse-
ment data or missing disbursement data.

Discussion: Casaes with no recorded disbursement do not
represent recipient cases; if the study is restricted
to error in the recipient population, cases with no
award disbursement should be deleted from analyses.

Option 2: Delete cases selectively after case review.

Discussion: If institutional data permit, case-by-case
review can determine whether disbursements were with-
held by institutions because students were deemed
ineligible. These cases could be retained in file,
because error calculation; take eligibility criteria
into consideration. Cases where students fail to pick
up awards for various personal reasons would be deleted
from the file. This option provides a more accurate
measure of the correctness of institutional procedures
among SAI-eligible applicants. There is also reason to
ratain these cases if measurements of student error
only are being made, since disbursement errors oOr miss-
ing disburscment data are irrelevant to measures of
student error.

Incomplete File Data

Cases where data collection is not complete may not be
appropriaﬁe for analysis. Specifications must be set out for
casas in which different types of data collection are not present
in the merged data files.

All possibilities for misaing data types ahould be speci-
fied. This can be done using a Guttman scale-type system, where
the most essential data collections, probably students' official
aid indexes, are rated most important, and each other data
source, e.g., IRS data, interview data, student record data, is
ranked in priority order. If the most important data are missing

for a case, the case should be deleted from the study
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regardless of what 6ther data have been collected. Decision
rules for a study with five data sources--SARs, tax forms, parent
and student interviews, and institutional data--might then be

specified as‘follows:

) Cases missing SARs (or disbursement SAIs) are déleted.

o Cases where institutional data files are missing are
deleted.

) For dependent students, cases missing both parent

interview and parents' 1RS forms are deleted.

® For independent-filing students, cases missing both
student interviews and student tax forms are deleted,
unless parer. interviews are present and indicate that
students are dependent.

Incomplete or Missing Verification Data

The most serious inclusion/exclusion decision to be made is
the decision regarding measurement of error in cases where full
verification data have not been obtained for all items. If the
confirmatory approach to verification is taken (as discussed in
Chapter 2), no (zero) error can be calculated in cases where no
verification data exist. Cases where no documentation has been
coded can be identifed by the flags created in the data files.
Analysts therefore choose between several options:

Option 1: Select all otherwise complete cases, allow-
ing zero error to be counted in cases with no documen-
tation (e.g., no verified values).

Discussion: This selection option will provide ‘he
most accurate measure of error caught by the methodol-
ogy used in the study.

Option 2: Select only cases whers flag variables

indicate that selected items (e.g., AGI, dependency
status) have been verified.
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Discussion: This option provides an estimate cf error
amony the population for whom documentation has bean
provided, e.g., all recipients for whom a 1040 has
bean collected. Such an estimate will be a biased
one, because the population for whom tax forms have
been obtained will differ from those for whom a tax
form has not besn obtained. Thus, estimates drawn
using this selection procedure cannot be applied to
the entire population of recipients without analysis
of the sampling bias involved and appropriate adjust-
ment of the estimates.

Option 3: Perform initial analyses as in Optiomn 1,
then assign “he mean error measure to cases where no
verification/documentation has been collected. This
can be done by simply adding an adjustment factor (the
proportion of unverified cases times mean error) to
the total measured error for the population after
analytical programs have been run on all available
cases. -

Discussion: This option provides an estimate of total
population error which is based on the hypothesis that
error in undocumented (or unverified) cases is equal
to error in documented cases. Analyses may indicate
that this hypothesis is incorrect. 1In that event, the
adjustment factor must be changed.

Assigning Error in Categorically Ineligible Cases

The formulae for measuring overall payment error in the Pell
program (Chapter 2) differentiate student and institutional
error. Categorically ineligible recipients create special méa—
surement problems because entire disbursements are counted as
institutional error. In some instances, analysts may want to
measure payment error without assigning total disbursements to
ineligible recipienté, or specific types of ineligible recipi-
ents, as institutional error.

Institutional data include specific items relating to all
categorical eligibility. These may be used to create a single

eligipility item. The following coding system assigns 10 unique
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eligibility scores related to all the categorical eligibility
criteria:

0 = eligible by all categorical criteria

1 = no valid statement of educational purpose

2 = no financial aid transcript

3 = student holds B.A. degree’

4 = not a citizen or eligible U.S. resident

wn
[}

not enrolled at least half time
6 = not in a course of at least six months duration
7 = in default on a Federal loan
8 = not making satisfactory academic progress
9 = not in a Pell-qualified program
Using these codes analysts can then select the cases in which
all disbursements should be assigned as institutional error.

This system makes it possible to assign error differently in
different calculations, e.g., to not measure Pell payment error
in cases where SEPs or FATs are missing, or to totally disregard
institutional categorical error and to measure only student error
and institutional error related to disbursement, calculation, and
accounting procedures. (See Chapter 2 for a discussion of
different types of institutional error.)

Generating Descriptive Statistics

Basic measures of overall payment error may be presented in
a variety of ways. The most important descriptive statistics to
be produced are the univariate statistics which show the inci-

dence and general form of overall payment error.
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i
The basic univariate measures and freQuancies should be com-

puted for all payment error variables. The mosﬁ“important

~
~

measures can be presented as frequencies: .

-

~
~

Cases where:

Absolute payment error Verified award # I

Net payment error Disbursed award ~
Overp..yment erroxr Disbursement > verified \\\\\\\
award <
Underpayment error Disbursement < verified

award

Standard statistical packéges normally produce frequency tables
showing the frequency (case count), cumulative frequency, sample
percentage, and cumulative percentage represented by each fre-
quency category. Analysts may want to report counts oOr percen-
tages (e.g., percent of the sample with error), or frequencies of
the size of error within specified ranges. Figure 6~1 illus-
trates a shell for illustrating simple frequencies of overall
arror in the Pell program. Fig:  6-2 shows a shell for report-
ing frequencies grouped into ranges of award error in dollars in
1980-81.

Standard statistical software packages (SAS, SPSS, etc.)
also generate a series of univariate statistics and graphic rep-~
rasentations of univariate distributions. Analysts will want to
review the appropriate univariate statistics--means, medians,
standard deviations, skewness, etc.--in order to determine the
nature of the distribution of error. Particularly useful summary
statistics can be generated quite easily with standard statisti-

cal packages (e.g., SUMMARY and UNIVARIATE in SAS, CONDESCRIPTIVE

o
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'ESTIMATED & OF RECIPIENTS
ERROR TYPE WITH THIS ERROR!

~

l. Student Error

2. Bachelor's Degree or
Citizenship Error

3. SEP or FAT Error

4. Program Eligibility Error
5. Cost of Attendance Error
6. Enrollment Status Error
7. Calculation Error

Sum of All Errors

lindividual recipients may have more than one type of error.
Therefore, individual error rates do not add up to the total.

FIGURE 6-1
EXAMPLE TABLE SHELL

FOR REPORTING SIMPLE FREQUENCIES
OF OVERALIL PAYMENT ERROR
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PERCENTAGE OF CASES

STUDENT & :
ALL STUDENT INSTITUTION ERROR STUDENT ERROR
& INSTITUTION NC™ INCLUDED NOT INCLUDING
AWARD ERROR ERROR AEP/FAT ERROR AEP/FAT ERROR
- $551 and less
- §$251 to - $550
- $§151 to - $250
- §51 to - $150
- §3 to - $50
$2 to - $2
$3 to $50
$51 to  $150
$151 to  $250
$251 to $550
More than $550
FIGURE 6-2

EXAMPLE TABLE SHELL
FOR REPORTING FREQUENCIES GROUPED
INTO RANGES OF AWARD ERROR
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in SPSS). Statistical packages also produce various graphics,
such as bar charts (histograms) or pie charts which depict fre-
quuncy disbtributions in readily understandable ways. Error fre-
quencies may be run for particular subpopulations, e.g., depen-
dent students or nonvalidated students. Mean error statistics
for subpopulations are also useful. Figure 6-3 shows a sample
bar chart (the height cof ﬁhe bars is purely illustrative) of the
absolute’mean dollar error for institutions rather than for
students. Thg ranges represented by the bars are determined by
the analysts; ie height of the bars represents the relative

frequency of observations within each range.

BIVARIATE ANALYSIS

The first step in investigating the correlates or causes of
payment error is to determine whether specific student, institu-
tion, or program characteristics are associated with the inci-
dence or size of payment errors. Bivariate analyses, i.e.,
two-way tables and/or statistics measuring the strength of asso-
ciation between two variables, can be extremely useful in both
answering questions about specific relationships and in explora-
tory data analysis. Contingency tables (crosstabs) can be used
to evaluate the validity of hypothesas regarding the causes of
error in the Pell brogram. Because the factors contributing to
student error may be totally different from those related to
institutional error, separate bivariate analyses sh&uld be run
for each type of error as well as for overall payment error

categories.
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PERCENT OF
INSTITUTIONS
SAMPLE =
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FIGURE 6-3
EXAMPLE BAR CHART

FOR REFORTING ABSOLUYE MEAN
DOLLAR ERROR FOR INSTITUTIONS
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A number of factors associated with payment error can be
drawn from grcviOus studies of error in the Pell system. Depen-~
dency status, income. family size, type of school attended, etc.,
may be associated with the incidence of overpayment error among
students. Institutional error rates may differ among public,
private, or proprietary institutions, or among different “ypes of
institutions (universities, colleges, junior colleges, or less
than two-year programs). Student or institutional error rates
may also be associated with different institutional procedures,
e.g., institutional validation, use of automated procedures, or
institutional QC checks-. The size,‘érofessional composition, or
training of financial aid and staffs may also be factors. Pre-
vious Pell studies provide a large number of hypotheses regarding
the factors associated with error in the Pell program. Analysts
may wish to explore other possible factors aslhell.

Contingency tables can also be used as a fairly crude means
of exploratory'data analysis. Analysts may decide to run a rela-
tively large number of tables simply to see if any interesting
and unexpected relationships show up. Generating large numbers
of samples using standard statistical packages (assuming offi-
cient programming) is not particularly expensive and may prove
quite useful, especially in early stages of Qnalysis. The review
of a series of tables may alert analysts to unusual relationships
in the data which should be investigated more thoroughly.

Organizing Bivariate Analysis

Analysts should identify the tables they would like to pro-

duce in a systematic way in order to reduce computer costs.
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Initial bivariate runs can be specified by listing student,
institution, and program characteristics which analysés have
reason to believe may be asscciated with payment error. For each
of these independent variables, analysts can then select which
error measurement-—~total error, student error, institution
error--and what categories of error (ranges, means, etc.) they
want to look at. An example of a matrix of cross tabulations is
shom in Pigure 6-4. The list of characteristics or factors |
possibly associated with error is merely illustrative And is in
no way designed to be an exhaustive listing of useful bivariate
z1alyses. Each "X" repraesents a table which would produce mean-
ingful data for analysts seeking to understand the causes of
error in the Pell program. Analysts should specify the particu-
lar ranges and/or statistics they would like to see for each
table in this type of matrix in order to maximize proocramming

efficiency.

Measures of Association for Two-Way Contingency Tables

standacd statistical packages allow analysts to generate a
wide range of test statistics along with contingency tables
(cross-tabulations). Those statistics are designed to allow
analysts to choose the appropriate test statistic(s) when deter-
mining the existence or strength of the relationship between the
variables being evaluated. Since statistics, including chisquare
(%) astablish only whether the variables are statistically depen-
dent or independent. Others, such as Lamda (M) measure the

strength of the association of nominal (categorical) variables.

<
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Ranges (Size) Ranges (Sfze)  Ranges (Size)
Total Error Student Error Institution Error

Student Characteristics

Dependency Status
Income (ranges)
Filed Tax Forms (yes/no)
Type of Assets Reported
Demographics
Age
Year in school
Family size
Region

2 > > 2 ¢ >€ > >
K DX 5L X 7€ 2 DK o

Institution Characteristics -

Type (4-year, 2-year, < 2 year)
Control public, private, proprietory)
Size (enrolliment)
Number of Pell Recipients
Size of Financial Aid Staff
OSFA Training
Procedures
Institutional validation
Collect documentation
Automated systems
QC system in place

2¢ D% 3¢ € 3¢ )¢
2 O M M MM XK
P o I B 4

I X 2 ¢

Program Characteristics

Validation (random, PEC)
MDE Processor
Recent Program Audits, Reviews

€< 3¢ X
M W XK

&

FIGURE 6-4

EXAMPLES OF TWO-WAY CONTINGENCY TABLES FOR
ANALYSIS OF OVERALL PAYMENT ERROR
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This statistic, for example, would be useful in interpreting data
relating dependency status to tha existence of overpayments,
underpayments, or correct award disbursements. Other statistics,
such as gamma, take the order, or direction, of table categories
into account, so that scores reflect both the strength of the
relationship and the way that one variable (e.g.. AGI group) is
associated with another (e.g., size of payment error category).
Analysts should be careful to choose appropriate test statistics

when evaluating contingency tables.

MULTIVARIATE ANALYSIS

Multivariate analysis needs to be differentiated from the
bivariate techniques discussed above. Bivariate techniques test
for the axistence of differences in error levels among groups of
studunts, where grouping would be based on a single character-
istic of the student, his or her family, or the institution
attended regardless of the differences across thé’groups. Thus
the two variables involved in a bivariate analysis are (1) error
level and (2) the single case characteristic.

Multivariate techniques are designed to address more compli-
cated (but conditional or contingent) questions of relationships
between error and characteristics of students, families, and
institutions. Rather than asking if a relationship éxists be-
twean error and a single characteristic, multivariate analysis
asks whether a relationship exists between error and a single

characteristic while allowing relationships between error and

'
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other variables to simultaneously exist. Put another way, multi-
variate models assume or allow that errxor is affected or Qdeter-
nined by a multitude of characteristics. As discussed in the
following, it is necessary to make assumptions about the form of
this multiple determination in order to effectively utilize
multivariate analysis.

In a program as complicated as Pell Grants, and in one
involving complex human behavior, it is unlikely that the simple
relationships assumed in bivariate analysis exist. However, care
must be exercised when using multivariate techniques since, while
they do not assume simple relationships, they do require assump-
tions about the form, structure, and nature of the complex multi-
ple interactions among error and characteristics.

There are three purposes which can be served by multivariate
analysis:

® Testing of a priori hypotheses

° Exploratory data analysis

o Error-prone modeling

The first two represent the two methodological approaches
to empirical research. Error-prone modeling represents an appli-
cation of multivariate modeling to the development of decision
rules.

Hypothesis testiug is a methodological approach where hypo-
theses and theories are subjected to real world data in order to
confirm ér reject these hypotheses. Exploratory analysis, on the
other hand, uses the real world data to develop the hypotheses

and theories.

6-15
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Hypothesis Testing--Hypothesis testing involves four steps:

‘o Enumeration or Spccification of policy-ralated
hypotheses
) Selaction of appropriate test statistics

o Specification of the model which comes from the theory

o Estimation and testing

Developing the list or set of hypotheses to be tested
depends on numerous sources. One source would be previous Pell
Grant error studies. A second source would be relevant financial
aid literature. Policy and program experts can also supply pol-
icy-related questions which can be expanded by suggestions from
budget and planning personnel. Generally, a hypothesis woufd
involve testing for the existence of a relationship between level
of error or probability of error and a student, family, or
institutional characteristic. |

Each hypothesis test can result in four outcomes:

e Reject a true hypothesis

® Accept a false hypothesis

e Reject a false hypothesis

) Accept a true hypothesis

The last two outcomes represent correct decisions while the
first two represent erroneocus decisions--type I and type II
errors, respectively.. It would be desirable to select or create
decision tules and tqét statistics which minimized the chances of
these two types of girors. However, with a given sample size

reducing the chanceﬁof making a type 1 error increases the chance

of making a type I error, and vice versa. In order to determine
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the optimal trade-off between the chances of making the two types
of errors requires knowledge of the cost and/or consequences of
each type of error. Thus, one must know the consequences of
accepting the existence of a relationship when, in truth, one
does not exist and of rejecting the existence of a relationship
when, in truth, such a relationship does exist.

Model specification plays a crucial role in multivariate
analysis because any relationship beim tested is assumed to
exist in the presence of many other relationships. The model
specifies the form of such relationships, and the tests focus on
the existence of that particular type of relationship. For
example, one might assume that characteristics are nearly reduced
to error measures, perform a test, and conclude a relationship
does not exist. However, if the relationship was multiplicative,
experimental, or logarithmic, such a conclusion would be false
since the truth is that a linear relationship does not exist. 1In
the extreme, rejecting a hypothesis about the existence of a
relationship requires rejecting all possible forms the relation-
ship might take on. Therefore, any conclusions drawn are condi-
tional on choice of functional form,'specification of the error
structure, and choice of the characteristics jointly considered
to affect error levéas.

Once decisions concerning the hypothesis, the decision rule
trade-offs, and model specification have been settled, the selec-
tion of statistical instructing techniques and methods remains.

Figure 6-5 presents characteristics of various multivariate

techniques. In Pell Grant error studies the dependent variable

6-17 207

0



Type of Dependent

Type of Independent

Technique Variable (y) Variables (x) Comments
Multiple A. Continuous Dichotomous (0,1), Basic technique
Regréssion continuous, or with varfations:
(Ordirary mixed. Equivalent stepwide, weight-
least to ANOVA if all ed, restricted,
squares) dichotomous and to time-series,

ANCOVA if Mixed. equation sys-
tm. '

Probit A. Dichotomous Dichotomous, contin- Interpretation a
B. Special version uous, or mixed. If bit messier than
for N-chotomous all dichotowmous, logit.

(ordinal) avail- contingency tables
able are cheaper and
simpler.

Logit Same as probit Same as probit Easier to inter-

pret than probit.
More robust to
assumption viola-
tions than dis-
crimnt analysis.
L9
Discriminant Dichotomous Supposed to be all Allows user to
Analysis continuous and dis- {ncorporate a

tributed mltivari-
ate normal, but this
is very commonly
violated.

FIGURE 6-5

riori estimates
of event proba- .
bilities to make
estimates more
efficient. Esti-
mation programs
more refined to
give displays,
measures of good-
ness of fit, etc.

CHARACTERISTICS OF VARIOUS MULTIVARIATE TECHNIQUES



Technique

Type of Depende
Variable (y)

nt Type of Independent

variables (x)

Comments

Automatic
Interaction
Detection
(AID)

ANOVA (One-
way)

ANOYA
(K-way)

Continuous. A
version, called
THAID, exists for
dichotomnus case.

Continuous

Continuous

Dichotomous or N-
chotomous. (Can
recode continuous
variables to achieve
this.)

A single ordinal or
categorical vari-
able. (Representing
that variable as a
set of dichotomous
variables fn sulti-
ple regression is
equivalent.)

K ordinal or cate-
gorical variables.
(Representing each
variable as a set of
dichotomous varif-
ables in multiple
regression is equiv-
alent, 1f interac-
tion terms are
included.)

FIGURE 6-5

Should not use if
N is less than
3000. Technique
is "stepwise
ANOYA." Best
used in “fishing"

for a set of

independent vari-
ables and inter-
action terms to
be included in a
regression.

CHARACTERISTICS OF YARIOUS MULTIVARIATE TECHNIQUES (Cont'd)




would be level of error (continuous) or the existence of error
(dichototmous). Independent variables would include student,
family, and institution characteristics.

ggp;oratory Analysis--This type of multivariate analysis

differs from hypothesis testing in that here the relationships
which exi§t in the data are determined. Ia hypothesis testing
one asks whether certain pre-established relationships exist in
the data. Therefore, in explcratory analysis theories are built
from data, whereas in hypothesis testing theories are tested
against data.

Two basic methods are recommended for exploratory data

analysis:

o Automatic Interaction Detector
[ Stepwise multiple regression

- Both these methods are embedded in existing software pack-
ages which define search algorithms. As such, these analyses can
be replicated by other data analysis.

The AID program involves a sequential search for binominal
splits leading to maximum exploratory power Or predictive models.
Stepwise regression can use a number of search algorithms, such
as:

e Forward inclusion

o Backward excluiion

o Maximum predictive ability

o Forward exclusion with backward exclusion
o Minimum predictive a»ility for inclusion
(3= 20
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It is also possible to use any multivariate statistical
program and develop customized or researcher-defined search
methods.

Error-Prone Modeling (EPM)--EPM is a form of exploratory

analysis; however, it differs from the methods just discussed in
that its purpose is not to uncover relationships among variables
but rather to split a sample into groups where the observations
in a group havg as similar error levels as possible while error
levels across groups are as dissimilar as possible.

Oncg these groups are defined they can be ranked by error
levels as presented in Figure 6-6 which was taken from the Stage
One Quality Control report. Group 35 had the highest average
error ($381) representing 4.1 percent of total error and 1.0
percent of the atudentéi Group 16 had the lowest net overpayment
(21), representing about 4 percent of total error, but nearly 20
percent of the students.

Definitions of these groups are presented in Figure 6-7.

These data can then be used to develop a lorenz-type curve
relating cumulative error and cumulative cases. This method of
data presentation can be used to develop validation rules and
levels of effort. For example, if the policymaker wanted to
remove 40 percent of new overaward, this could be accomplished by
validating about 15 percent of the cases. These 15 percent would
be groups 35, 27, 33, 29, 37, 31, 34, and 32, the first through
eighth ranked groups. An example of a Loremnz-type curve is shown

in Figure 6-8.
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GROUP - CUMULATIVE NUMBER CUMULATIVE NUMBER

NUMBER  NET ERROR NET ERROR % OF CASES OF CASES %
35 ¢ 381 . 4.1 3 1.0
21 . 1 7.9 29 1.9
33 330 10.8 25 2.7
29 307 14.6 . 36 3.8
37 261 19.4 53 5.5
31 . 226 24.6 65 7.5
34 224 32.7 104 10.7
32 160 40.2 135 15.0
24 151 50. 1 188 20.8
26 141 56.3 125 24.7
28 98 59.3 89 27.5
30 98 65.5 179 33.1
12 86 78.0 419 46.2
20 85 84.6 223 53.2
39 63 85.2 25 54.0
18 48 89.1 231 61.2
8 38 96.5 560 78.7
36 38 96.8 25 79.5
16 21 101.4 629 99,2
38 -151 100.0 27 100.0

FIGURE 6-6
EXAMPLE TABLE

FOR REPORTING ERROR-PRONE GROUPS
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Percent of

Recipients

Not Now

Flagged for

validation
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Percent of Net Overaward for Recipients
Not Now Flagged for Validation

FIGURE 6-8

EXAMPLE OF
“LORENZ CURVE" FROM ERROR-PRONE PROFILING
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APPENDIX A

GLOSSARY

ADs Actual Disbursemen*  The amount of Pell Grant money that a
student receives ' ¢ “iven year. Should noct be confused
with expected dis ': ment or scheduled award.

ADS: Alternate Disbursement System. One of two methods by which
Pell Grants are paid. Because of size or other factors
which affect a school's ability to process award payments,
a student is paid his or her Pell Grant by the Department
of Education instead of by the institution the student
attends.

AGI: Adjusted Gross Income. An item on the Pell application.
One of the primary factors considered in determining a
student's eligibility for a Pell Grant. The application
asks for the AGI as reported on IRS Form 1040 or 1040A.
For most applicants, AGI is the total income earned from
work, plus interest income, dividends, and other taxable
income.

BA Error: Bachelor's Degree Error. Students with bachelor's
egrees are ineligible for Pell Grants. BA error is con-
sidered one of the components of institutional error since
certifying whether or not a student has received a BA is
the institution's responsibility.

Business or Farm Value/Debt: Two items on the Pell application.
The first refers to the market worth of the applicant's
(for independents) or parent's (for dependents) business
and farm at the time of application. The second refers to
how much is owed at the time of application,

Central Processor: The firm, under contract with the Department
of Educatlion, which receives and processes all student
application data and which produces and distributes SARs.

Citizenship Error: Students who are not U.S. citizens, U.S.
nationals, or permanent residents of the U.S. or its
territories are ineligible for Pell Grants. Citizenship
error is considered one of the components of institutional
error since institutions are responsible for certifying an
applicant’'s citizenship prior to the disbursement of a
grant.

Cost or COA: Cost of Attendance. Cost is the total of a
student 's actual tuition and fees, room and board expenses,
plus a $400 allowance for books and supplies. It is one of
three factors used to calculate an expected disbursement--
a student's enrollment status and SAI being the other two,.

A-1
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Cost error occurs when the calculated cost figure used to
calculate a student's award does not equal that student's

actual cost. It is considered a component of institutional
error.

Course Length Error: To be eligible for a Pell Grant a student
must be enrolled in a program of study at least six months
in length. Course length error is considered a component .
of institutional error. . o

Dependent Recipidnt: A student receiving a Pell Grant as well as
signlficant financial support from his or her parent. For
the 1981-82 Pell Grant award year, dependents were con-
sidered those students who met at least one of the follow-
ing criteria:

1. Lived with a parent for more than six weeks during 1980
or 1981

2. Wwas claimed as an exemption on a parent's 1980 or 1981
tax form

3. Received more than §$1,000 of support from a parent in
1980 or 1981

Eligible Program of Study Error: To be eligible for a Pell Grant
a student must be enrolled in a program which leads to a
bachelor'’'s, associate, undergraduate pr~fessional, or cer-
tificate degree. Eligible program of study error is con-
sidered a component of institutional error.

Enroll: Enrollment Status. All Pell Grant recipients are con-
sidered enrolled on either a full-time, three-quarter time,
or half-time basis. Enrollment status is one of three
factors used to calculate a Pell Grant expected disburse-
ment .

Expected Disbursement: The amount of Pell Grant money expected

to be recelved by a student during an award period, based
on the student's SAI, enrollment status, and cost of atten-
dance. Expected disbursements do not necessarily corres-
pond with actual disbursements.

Family Size: An item on the Pell application. For dependents,

includes all people in the parent's household (including
the parents) who will receive at least half of their sup~
port from the parents during the Pell Grant award year.
For independents, includes all people in the student and
spouse’'s household (including the student and spouse) who
will receive at least half of their support from the
student and spouse.

217
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FAT Error: Financial Aid Transcript Error. Before a transfer
student may receive a Pell Grant, the institution must have
received and evaluated a certified financial aid transcript
from that student's prior educational institution. FAT
error is considered a component of institutional error
since it is the institution's responsibility to withhold a
grant disbursement if an FAT has not been received.

~Father 's/Applicant’'s Incomes An item on the Pell application. .
For depen ents, refers to the amount of income the appli-

cant's father earned from work; for independents, refers to
the amount of income the ~nplicant earned from work.

Grant or Loan Default Error:s A student is not eligible to
receive a Pell Grant if he or she owes a repayme.at on any
Title IV grant or is in default on any Title IV loan
received at that institution. Grant or loan default error
is considered a component of institutional error since it
is the institution's responsibility to certify that the
student does not owe a repayment on a grant or is in
default.

Half-time Enrollment Status Error:s To be eligible for a pPell
Grant a student must be enrolled at least half-time. Since
it is the institution’'s responsibility to certify enroll-
ment status prior to a disbursement, half-time enrollment
status error is considered a component of institutional
error.

Home Value/Debt: Two items on the Pell application. The first
refers to the market worth of the applicant's (for incepen-
dents) or parent's (for dependents) home at the time or
application. The second referc to the amount owed on the
home at the time of application.

Independent Recipient: A student receiving a Pell Graut who is
not dependent on his or hker family for financial support.
Por the 1981-82 Pell Grant award year, independents were
considered those students who had not:

l. Lived with a parent for six wecks in 1980 or 1991

2. Been claimed as an exemption on a parent's 1980 or 1981
tax form

3. Received more than $1,000 of support from a parent in
1980 or 1981

Medical and Dental Expenses: An item on the Pell application.

Refers to the amount paid for medical and dental expense-:
not covered by insurance.
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Mother ‘'s/Spouse‘'s Income: An item on the Pell application. For

dependents, refers to the amount of income the applicant's
mother sarned from work: for independents, refers to the
amount of income the applicant's spouse earned from work.

Nontaxable Income: The sum of three items on the Pell applicat-

OSFAs

Other

tion: Social Security Benefits, Aid to Families with
Dependent Children (AFDC), and Other Nontaxable Income.
Other Nontaxable Income includes child support, earnings
from work not reported on a tax return, unemployment com-
pensation, disability income, and interest on tax free
bonds.

Office of Student Financial Assistance. OSFA is respon-
sible for administering the five major student assistance
programs: Pell Grant, Guaranteed Student Loan (GSL),
National Direct Student Loan (NDSL), College Work-Study
(CW-s), and Supplemental Educational Opportunity Grant
(SEOG). OSFA has a functional organization structure, with
management responsibilities assigned according to function
rather than program. There are six divisions:

DPPD: Division of Policy and Procram Development

DPO ¢ Division of Program Operations

DCPR: Division of Certification and Program Review
DSDD: Division of Systems Design and Development
DTD: Division of Training and Development

DAR:s Division of Quality Assurance

Assets/Debts: Two items on the Pell application. The

PIMS:s

first refers to the market worth of the applicant's (for
undependents) or parent's (for dependents) real estate and
investments and the time of application. The second refers
to how much is owed at the time of application. Invest-
ments include trust funds, stocks, bonds, and other
securities.

Program Information Monitoring System. An automated
system which monitors the allocation and obligation of Pell
Grant funds to institutions, and through institutions, the
disbursement of funds to students.

Progress Report: A document completed by all institutions par-

RDS:

ticipating in the Pell program which is submitted at least
quarterly to the Department of Education. .On the Progress
Report, the institution details current program expendi-
tures. The report enables the Department of Education to
determine if the institution's annual authorization should
be raised or lowered.

Regular Disbursement System. Method by which most students
are paid Pell Grants. Institutions on the Regular Dis-
bursement System receive funds from the government, with

A-4
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the jamount received based on the projected number of

students attending the institution. Students receive Pell

Grdnt payments directly from the institutionm.

j .

SAI: St&dent Aid Index. Number given to applicant, based on
applicant's financial strength as indicated by factors such
as; AGI, Federal taxes paid, family size, and assets. The
S is" combined with the applicant's cost of attend=ance and
enrollment status to determine his or her grant level.

SAR: Stjudent Aid Report. A report returned to the applicant
from the Central Processor after the application has been
submitted and processed. The SAR provides the applicant
with an SAI. The student must submit the SAR to the
institution he or she plans to attend before a Pell Grant
will be awarded. :

Satisfactory Academic Progress Error: To be eligible for a Pell
Grant a student must maintaln satisfactory progress in his
or her course of study. Each institution sets its own
standard of satisfactory academic progress, and it is the
institution's responsibility to certify that progress is
being maintained before it disburses a grant. Satisfactory
Academic Progress error is considered a component of insti-
tutional error. ’

Schedqigd Award: The amount that a full-time student enrolled
Tor a full academic year is entitled to receive.

SEP Error: Statement of Educational Purpose Error. To be eli-
gible for a Pell Grant, a student must file a statement
with his or her institution stating that all funds received
through Title IV programs will be used solely for educa-
tional or educationally related purposes. SEP error is
considered a component of institutional error.

Student 's/Spouse’'s Expected Income: Refers to the sum of four
items on the Pell application. 1Includes all income the
applicant and spouse expect to receive during the summer
frior to the academic year and during the acadmic year

tself.

Student's/Spouse's Net Assets: An item on the Pell application
completed by dependent students only. Refers to all the
applicant's and spouse's assets (home, investments,
business, farm, and savings) minus what is owed on those
assets.

Student's/Spouse’'s Net Income: An item on the Pell application
completed by dependent students only. Refers to all the
applicant's and spouse's income (taxable and nontaxable)
minus the U.S. income taxes that were paid.
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Taxes Paid: An item on the Pell application. The application

asks for the amount of Federal taxes paid as reported on
the IRS Form 1040 or 1040A.

Tuition: An item on the Pell application. Refers to the amount

of money the applicant's family paid for elementary, Jjunior
high, and high school tuition.

validation: The process by which a portion of Pell Grant appli-~
cants are selected and required to present to their finan-
cial aid officer certain documents such as IRS Form 1040 or

1040 and W~-2 statements, which confirm the accuracy of the
information on the Pell applicationm.
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APPENDIX B

MEASUREMENT TOLERANCES

Measurement tolerances in the 1979-80 and 1980-81 studies
of error in the Pell Grant program were drawn very tightly.
Tolerances for dollar error in application data were two dollars
in both studies. Discrepancies between application values and
verified values of greater than two dollars are reported as item
errors in the study reports. This narrow tolerance band was
adopted for several reasons:

1. Much of the available verification is reported, or
recorded on documents, in exact dollar values.

2. Computing with exact dollar values is reither more dif-
ficult nor more expensive than using rounded figures.

3. The SAI computation formula provides a complicated
rounding scheme; rounding application items before
entering them into the formula might well produce dif-
ferent SAI scores.

Since exact application item figures are needed for SAI computa-
tions, and since collection of exact figures presents no serious
data collection, editing, or computer processing problems (in
fact, rounding by interviews and coders creates more opportunity
for error), it seemed reasonable to make application item error
tolerances as tight as the data permitted; the two dollar toler-
ance was designed to allow for rounding problems related to
reporting figures down to the penny.

Reporting of overall payment error figurgs in the two Pell
studies was designed to take these narrow tolerances into consi-
deration. Overall payment error and item error figures were
reported not only in total, based on the $2 tolerance, but by
ranges, e.g., "within $2," "$2-$50," "$51-$100."

B-1
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APPENDIX C

ALGEBRAIC SPECIFICATION OF ERROR MEASURES

In order to more clearly define error measures, algebraic
specifications have been presented in this appendix. Table C-1
presents the notation used in the following sections.

In addition to reéorded values of expected disbursement it
is also possible to calculate an expected disbursemeht using
value of enrollment status, student aid index, cost of atten-
dance, and categorical criteria. The following notation is used
to represent calculated expected disbursement based on the value
of SAl at time of data source n, cost of attendance recorded at
time m, enrollment status from éource k, and categorical criteria
observed at time 1.
| ED[SAI(n), COA{m), ENR(k), CAT(1)]

ﬂsing the above notation we specify post-reconciliation
overxall error as follows:

Disb(*) ~ ED[SAI(*), COA(*), ENR(*)].
For pre-reconciliation ovég&ll error the above formula would be
maodified by asing DISB(3) in place of Disb(*).

This total error can be decomposed into student error and

ingtitution error as indicated balow.

K Total Error:

Disb(*) -~ ED[SAI(*), COA(*), ENR(*)]

!
]
|

Student Errors

. EDI[SAI(4), COA(*;, ENR(*)]
\ -ED[SAI(*), COA(*), ENR(*)]
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Institution Error:

Disb(*) - ED[SAI(4), COA(*), FENR(*)]

Enrollment Status Error:

ED[SAI(4), COA(4), ENR(4)]
-ED[SAI(4), COA(4), ENR(*)]

Calculation Error:

Disb(*) - ED[SAI(4), COA(4), ENR(4)]
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TERMS USED IN ERROR DNEF INITIONS

225

Inftial Fall Student & Institution '
Item SAR SAR Parent Disbursement Record Reconciliatios
Interviews SAR Abstract Roster -
.Earol Iment Status ENR(1) ENR(3) ENR(*) ENR(4) _
Cost of Attendance COA(1) COA(3) COA(*) COA(4)
Student Aid Index SAI(o) SAI(1) SAI(*) SAI(3) -—- SAI{4) _
Di sbursement - . DISB(*3) DISB(4)
Expected Di sbursement £0(1) £D(3) ---
Scheduled Award SA(I) SA(3) -—--
Categorical Criteria CAT(1) CAT(3) CAT(*)
FIGURE C-1



APPENDIX D

AN ESTIMATE OF RESOURCE AND SCHEDULE REQUIREMENTS FOR
CONDUCTING AN ASSESSMENT OF OVERALL PAYMENT ERROR IN
THE PELL GRANT PROGRAM

This appendix presents estimates of the resource and time requirements for
completing a Pell Grant payment error study. Based on a review of several options for
collecting the data to routinely measure overall payment error in the Pell Grant
programl, it was recommended that OSFA continue to use the three-faceted approach
that was employed in the 1978-79 and 1980-81 Quality Control studies. This approach
includes: (1) student record reviews at a sample of postsecondary institutions; (2) field
interviews and audits of a sample of aid recipients and their parents; and (3) collection
of documentation directly from various government agencies which verifies certain
student application information,

Resource Requirements

Figure D-1 provides estimates of resource requirements for five alternative

samnples of recipients and institutions. These estimates assume an average of 15

recipients per institution. Resource requirements have been classified as direct labor

1The tollowing four options were identified in Chapter 3:

° tion 1. Student record data would be collected by site visits to
institutions; students and parents would be interviewed in person; and
documentation would be collected by mail from the IRS and other agencies.
(The recommended approach.)

o Option 2. Would have the same features as Option 1 except that in-person
interviews with students and parents would be replaced by telephone
interviews,

° Option 3, Would be a scaled-down version of Options | and 2--no student
and parent interviews would be conducted.

° Option 4. Would have no field work; all institutional and student/parent
data would be collected by mail.
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SELECTED SAMPLES

I 2 3 § 5
2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 3,700 Recipients
RESOURCE REQUIREMENTSI 167 Institutions 260 Institutions 367 Institutions 473 Institutions 380 Institutions
LABOR (in hours)
Senior Staff 3,100 3,100 3,100 3,100 3,100
Mid-Level Staff2 . 8,000 9,500 11,300 13,000 14,700
Junior Staffd \ 344 48,000 63,600 79,200 94,300
Total Hours 45,500 60,600 78,000 95,300 112,600
OTHER DIRECT COSTS (in $)¥
o Travel $123,900 $165,200 $212, 500 $259,600 ' $304,000
3 Telephone Time 14,800 22,700 32,300 41,600 49,800
Reproduction 24,200 » 34,000 45,200 56,400 67,600
Postage/Supplies 11,300 17,300 24,200 31,100 38,000
Data Entry 18,300 27,300 40,300 52,000 62,600
Computer Time 36,000 40, 500 45,600 50,700 55,300
Other 9,800 10,300 10,800 11,300 i1 ,900
Total Other Direct Costs $238, 300 $317,300 $410,900 $502,700 $589,200
FIGURE D-1

SUMMARY OF ESTIMATED RESOURCE REQUIREMENTS
~ FOR FIVE SELECTED SAMPLES:
SELECTION OF SAMPLE PRIOR TO SITE VISITS

lanurcs in this table are rounded. For a detailed analysis of labor costs refer to Appendlx D-1. For an analysis of other direct costs,
refer to Appendix D-2,

27his abor category includes hours for institutional data collectors.
I1his tabor category includes hours for student/parent interviewers. 2 08
[KC Ass co it b folt.
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costs, expressed in hours, and other direct costs (ODC's), expressed in 1982 dollars.
Three labor categories are identified: senior, mid-level, and junior. Senior staff
include Ph.D.'s and other personnel with significant experience in survey research,
Computer science, statistics, sociology, education, or economics. Mid-level staff
include those at the M.A. or B.A. level with one to six years of relevant experience.
Institutinnal field workers are included in this category. Junior staff include research
assistants, clerks, secretaries, and student and parent interviewers.

The following assumptions were made in order to estimate resource requirements
for the five selected samples.

® The recipient sample would be drawn by securing a list of each institution's
recipients prior to the site visits.

o An institution visit would consiit of 15 record reviews and one 45 minute
interview,

o The quantity of information collected at each institution and from each
- student and parent would be approximately the same as the quantity
collected during the 1980-81 study.

o The institution sample would be clustered geographically.

() Two hundred field staff would interview the students and parents.

‘e The student/parent interviewers would be regionally based; the institu-
tional field workers would not be regionally based.

° The analysis requirements would approximate those of the 1930-8! study.

. A replication of the approach used in the 1980-81 study would be conducted
with lower development costs and fewer inefficiencies. Instruments,
training manuals, procedures manuals, and computer programs were
developed for the Stage One study. With modifications, these materials
could be reused for future error studies. In addition, the Technical
Specifications document would serve as a comprehesive procedures manual.

The policy maker and budget planner must keep these assumptions in mind when
interpreting the figures in Figure D-1,” Changes in the assumptions can change costs
and can result in changes in resource reouirements. For instance, decreasing the
amount of ‘Information required fro.. the student and parent interviews would

substantially decrease junior staff labor costs and travel expenses.

D-3
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Figure D-1 reveals that total direct labor hours increase substantially with an
increase in the sample size--a 200 percent inCrease in the recipient sample size
roughly translates into a 100 percent increase in labor hours. A closer examination of
the figures, however, indicates that an increase in junior staff (student/parent
interviewers and clerks) hours accounts for most of the change. The hours required for
higher salaried mid-level and senior staff are not nearly as sensitive to changes in

sample size. 'Theretore, a substantial increase in [abor hours due to an increase in

-

sample size does not necessarily mean a substantial increase in the total cost of

projéct staff salaries.

Likewise, Figuré D-1 reveals that certain ODC items are more sensitive to
sample changes than others. Travel expenses--which include airfare, rental car costs,
and per diem--vary substantially with changes in sample size while costs associated
with computer time do not. '

The estimates in Figure D-1 assume that the recipient sample would be drawn
prior to the institutional site visits. Figure D-2 provides estimates if the recipient
sample is Jrawn during the site visits by the institutional field workers. A comparison
of Figure D-1 and D-2 reveals that the on-site sample selection approach would be
more costly to the government than the pre-visit selection approach. Although senior
and junior staff requirements are somewhat less with the on-site approach, mid-level
staff needs are significantly greater due to the increased amount of field work.
Overall ODCs are slightly greater with the on-sjte approach, also due to the increased

field time.

Of particular interest is the level of effort required of institutional fieid -

workers, ‘given the possibility of diverting--or hiring additional—-DCPR program
reviewers to perform this task, It is estimmated that each institutional visit would

require 13 hours of field worker time if the pre-visit sample selection approach was

used and 20 hours if the sample was chosen on-site. !Jsing these benchmarks, the

230
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BEST coPY AV ALABLE

SELECTED SAMPLES
1 2 3 4 5
' 2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
. RESOURCE REQUIREMENTS1 167 Institutions 260 Institutions 367 Institutions #73 Institutions 580 Institutions
LABOR (in hours)
Senior Staff 3,000 3,000 3,000 3,000 3,000
Mid-Level Staff2 9,100 11,200 13,800 16,200 18,600
Junior Staff3 34,200 w,soo 63,400 79,000 94,600
Total Hours 46,300 62,000 30,200 98,200 116,200
OTHER DIRECT COSTS (in $)¥ )
(w] p
o Travel ‘ $135,200 $183,900 $238,900 $293,700 $348,700
Telephone Time 13,500 20,900 29,300 37,800 46,200
Reproduction 24,200 34,000 45,200 56, 460 67,600
Postage/Supplies 11,200 17,100 23,800 30,700 37,600
Data Entry 18,300 27,300 40,300 52,000 62,600
Computer Time 36,000 40,500 . 45,600 50,700 55,300
Other 9,800 10,300 1,800 11,300 11,900
Total Other Direct Costs $248,200 $334,000 $433,900 $532,600 $629,900
FIGURE D-2

SUMMARY OF ESTIMATED RESOURCE REQUIREMENTS
FOR FIVE SELECTED SAMPLES:
ON-SITE SAMPLE SELECTION

IFigures in this table are rounded. For a detailed analysis of labor costs refer to Appendix D-1. For an analysis of other direct costs,
refer to Appendix D-2,
27his tabor category includes hours for institutional data collectors. | 2/32/
, ? _n&‘ 31his tabor category includes hours for smdentlparent mterwewers.
o W Acurmes canstant 1987 Adoltars.
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following are estimates of required field worker hours for each of the selected samples

and for both sample selection approaches.

Selection of Sampie Prior to Site Visits

Sample 12,171 hours (271 person days)

Sample 2--3,380 hours (423 person days)

Sample 3—4,771 hours (596 person days)

Sample 4—6,149 hours (769 person days)

Sample 57,540 hours (943 person days)

Selection of Sample On-site

Sample 1--3,340 hours (418 person days)

Sample 2--5,200 hours (650 person days)

Sample 3--7,340 hours (918 person days)

Sample 4--9,460 hours (1,183 person days)

Sample 5--11,600 hours (1,450 person days)

If OSFA were to undertake the field data collection using OSFA personnel, then
these figures could be used to estimate the labor requirements for data collection
efforts of each sample size. This would require either hiring temporary sta’. or
releasing current regional staff to undertake the data collection. In either case
training would be required for the data collectors.

A more detailed analysis of labor requirements is found in Appendix D-l.
Appendix D-2 contains a detailed breakdown of ODCs. These two appendices contain
formulas which the budget planner can use to estimate costs for studies with sample
sizes other than the five listed in figures D-1 and D-2. In Appendix D-3 guideiines
for estimating costs for collecting student and parent interview information by

telephone are presented.



Schedule Requirements

The following series of tables show recommended schedules for conducting the
‘ institutional data collection portion of the error study. Figures D-3-1A to D-3-1D
present recommended timeframes for conducting a study using the pre-visit sampie
selection approach for 10, 15, 20, 20 and 25 data collectors. Figures D-3-2A to D-3-
2D show schedules for 10, 15, 20, and 25 data collectors when an on-site selection
approach is used. Each figure presents estimated schedules for the five selected
samples. The estimated schedules have been divided into three study phases. The pre .
data collection phase includes the sample selection, instrument development, and
recruitment and training of the field staff. The data collection phase includes all the
field work and the supervision of the field work. The preparation and analysis of the
data are included in the post data collection phase.

The estimates in the figures are subject to the same assumptions that were listed
for figures D-1 and D-2. Most notably, the time periods listed for the data collection
phase assume the completion of three institutions per week if the recipient sample is
selected prior to the site visits and the completion of two institutions per week if the

sample is selected on-site.



SELECTED SAMPLES

1

2

3 § 5
’ 2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients

STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 473 Institutions 580 Institutions
Pre Data Colle stion 10 Weeks 10 Weeks 11 Weeks 11 Weeks 12 Weeks
Data Collectionl 6 Weeks 9 Weeks 12 Weeks 16 Weeks 19 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
. TOTAL 24 Weeks 27 Weeks 31 Weeks 35 Weeks 39 Weeks

[

[]

x>

FIGURE D-3-1A

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS

BY SELECTED SAMPLES:
10 DATA COLLECTORS WITH SAMPLE SELECTED BEFORE SITE VISIT

P Assuine cach data collector completes an average of 3 institutions per week.
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SELECTED SAMPLES

1 2 1 3 ] 5
2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 475 Institucions 580 Institutions
Pre Data Collection 10 Weeks 10 Weeks 1] Weeks 1l Weeks 12 Weeks
Data Collectionl 4 Weeks 6 Weeks 8 Weeks 11 Weeks 13 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
TOTAL 22 Weeks 24 Weeks 27 Weeks 30 Weeks 33 Weeks
3 i .
f
LYo
FIGURE D-3-IB
RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS
, BY SELECTEN SAMPLES

15 DATA COLLECTORS WITH SAMPLE SELECTED BEFORE SITE VISIT

1 Assume each data collector completes an average of 3 institutions per week.
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SELECTED SAMPLES
1 : S ; 3 () 5
’ 2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions §73 Institutions 580 Institutions
Pre Data Collection 10 Weeks 10 Weeks il Weeks 11 Weeks 12 Weeks
Data Collection! 3 Weeks 5 Weeks 6 Weeks 8 Weeks 10 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
. TOTAL 21 Weeks 23 Weeks 25 Weeks 27 Weeks 30 Weeks
o
i
‘.4
(@]
*®
FIGURE D-3-IC

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS
BY SELECTED SAMPLES
20 DATA COLLECTORS WITH SAMPLE SELECTED BEFORE SITE VISIT

+

L Assime cach data collector completes an average of 3 institutions per week.
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SELECTED SAMPLES

1

2 ' 3 R

\]

5

2,500 Recipients 3,900 Recipients 3,500 Recipients 7,100 Recipients 8,700 Recipients

STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 473 Institutions 580 Institutions
Pre Data Collection 10 Weeks 10 Weeks i1 Weeks il Weeks 12 Weeks
Data Collection! 2,5 Weeks 4 Weeks 5 Weeks 6 Weeks 8 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
TOTAL 20.5 Weeks 22 Weeks 24 Weeks 25 Weeks 28 Weeks

FIGURE D-3-1D

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS

BY SELECTED SAMPLES:

25 DATA COLLECTORS WITH SAMPLE SELECTED BEFORE SITE VISIT

I Assume each data collector completes an average of 3 institutions per week.
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SELECTED SAMPLES
| 2 3 [ 5
2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 473 Institutions 380 Institutions
Pre Data Collection 7 Weeks 7 Weeks 7 Weeks 7 Weeks 7 Weeks _
Nata Collectionl 8 Weeks 13 Weeks 18 Weeks 24 Weeks 29 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks ‘.
TOTAL 23 Weeks 28 Weeks 33 Weeks 39 Weeks 44 Weeks
(»)
]
.—l
N
FIGURE D-3-2A

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS
BY SELECTED SAMPLES;
12 DATA COLLECTORS WITH SAMPLE SELECTED ON-SITE

1 Assume each data collector completes an average of 2 institutions per week.
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SELECTED SAMPLES

—

| 2 3 L] 5
2,500 Recipients 3,900 Recipients 5,300 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 8§73 Institutions 580 Listitutions
Pre Data Collection 7 Weeks 7 Weeks 7 Weeks 7 Week.. 7 Weeks
Data Collectionl 6 Weeks 9 Weeks 12 Weeks 16 Weeks 19 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
TOTAL 21 Weeks 24 Weeks 27 Weeks 31 Weeks 34 Weeks

245

FIGURE D-3-2B

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS

BY SELECTED SAMPLES:

13 DATA COLLECTORS WITH SAMPLE SELECTED ON_SITE

I Assume each data collector completes an average of 2 institutions per week.
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SELECTED SAMPLES
1 "2 3 8 5
2,500 Recipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions §73 Institutions 386 Institutions
Pre Data Collection 7 Weeks 7 Weeks 7 Weeks 7 Weeks 7 Weels
Data Collectionl 4 Weeks 7 Weeks 9 Weeks 12 Weeks 15 Weeks
Post Nata Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
TOTAL 19 Weeks 22 Weeks 24 Weeks 27 Weeks 30 Weeks
U
i
’—-J
b
FIGURE D-3-2C

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION 'AT INSTITUTIONS
BY SELECTED SAMPLES;
20 DATA COLLECTORS WITH SAMPLE SELECTED ON SITE

I Assume each data collector completes an average of 2 institutions per week.
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SELECTED SAMPLES

ST-a

1 2 3 & 5
2,500 R-cipients 3,900 Recipients 5,500 Recipients 7,100 Recipients 8,700 Recipients
STUDY PHASE 167 Institutions 260 Institutions 367 Institutions 473 Institutions 330 Institutions
Pre Data Collection 7 Weeks 7 Weeks 7 Weeks 7 Weeks 7 Weeks
Data Collection! 3.5 Weeks 5 Weeks 7 Waeks 10 Weeks 12 Weeks
Post Data Collection 8 Weeks 8 Weeks 8 Weeks 8 Weeks 8 Weeks
TOTAL 18.5 Weeks 20 Weeks 22 Weeks 25 Weeks 27 Weeks
FIGURE D-3-2D

RECOMMENDED TIMEFRAMES FOR COMPLETING DATA COLLECTION AT INSTITUTIONS

BY SELECTED SAMPLES:

23 DATA COLLECTORS WITH SAMPLE SELECTED ON SITE

I Assume each data collector completes an average of 2 institutions per week.

249

250



Vo

APPENDIX D-1

LABOR RE@IREME,NTS BY
TASK AND LABOR CATEGORY
(In Person Hours)

LABOR CATEGORY

TASK
Mid
Senior Levei Junior
Staff Staff Staff Total
VARIABLE COST TASKSI
o ipi . e .2 hrs./ .2 hrs./
Schedule Institution Site Visits Institution Institution
Collect Data at Institutions2,3 13(20) hrs./
Institution
Interview Students/Parents® [ 4 hrs./
nterview
. corie .2 hrs./ .3 hrs./
Supervise Institution Data Collectors Institution  Institution
- - .1 hrs./ .1 hrs./
Supervise Student/ Parent Interviewers Interview Interview
. L 5 hrs./
Code/Edit Institution Forms Institution
. .7 hrs./
Code/Edit Student/Parent Forms Interview
Release/Receive/File .25 hrs./
Secondary Forms? Instrument
. .33 hrs./
Code/Edit Secondary Forms Instrument
FIXED COST TASKS
Select Sample3 608 264 320 1,192
(500) (150) (100) (750)
Develop Instruments 552 640 80 1,272
Recruit Institution Data Collectors 30 10 5 65
Recruit Student/Parent Interviewers 1¢0 30 15 : 205
Train/Debrief [nstitution Data
Collectors6 200 880 160 1,240
Train Student/Farent Interviewers? 260 520 8,440 9,220
Analyze/Report Findings 1,200 3,000 t,000 5,200
TOTAL FIXED HOURS3 3,030 5,344 10,020 18,394
(2,922) (5,230) (9,800) (17,952)
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APPENDIX D-1

LABOR REQUIREMENTS BY
TASK AND LABOR CATEGORY
(continued)

IMarginal costs expressed in this table assume a recfbient sample between 2,000 and
9,000 and an institution sampie between 100 and 600.

2Assumes the followings .
e  An institution site visit includes |5 record reviews and a 45-minute interview.

e The same quantity of information is collected from each student record as was
collected in the Stage One study.

The institution sample is clustered geographically.
The interviewers are not regionally based.

3use number out of parenthesis if sample is selected from lists received from
institutions prior to site visits. Use number in parenthesis if sample is selected on-site.

4Assumes the following:

e The same quantity of information is collected during each interview as was
collected in the Stage One study.

e Two hundred interviewers conduct the interviews regardless of the sample
size.

e The interviewers are regionally based.
The unit cost here is the completed student aid parent interview; the number of
completed interviews is calculated as follows:

Recipient sample x 2 x .87 (the percent of completes in the Stage One QC study)

3The number of secondary data collection instruments is calculated from the recipient
size as follows:

Recipient sample x 1.8

6includes 5 days of training and one day of defriefing for 10 interviewers. Total labor
hours will increase slightly with a larger interviewing staff. Additional labor costs
include planning, preparation of materials, and training by mid-level and senior staff.

7Includes 5 days x 200 interviewers for training. Additional labor costs include planning,
preparation of materials, and training by mid-level and senjor staff.

DD
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APPENDIX D-2

OTHER DIRECT COSTS
BY TASKI
VARIABLE COST TASKS

Select Sample

Telephone Time2,3 .5(.1) hrs. per institution @ $20 per hr.

Postage3 %(0) letters per institution @ 20¢ per letter
Develop Instruments

Reproduction® 25 pgs. per instrument @ 7¢ per pg.
Schedule Institution Site Visits

Telephone Time .5 hrs. per institution @ $20 per hr.

Postage 3 letters per institution @ 20¢ per letter
Collect Data at Institutions

Air Travel $80 per institution

Car Rental3 1.6(2.5) days per institution @ $20 per day

Subsistence3 1.6(2.5) days per institution @ $60 per day

Postage | package per institution @ $5 per package
Interview Students/Parents

Travel?d : $9 per interview

Postage 1 package per interview @ $2 per package

Supervise Institution Data Collectors
Telephone Time .75 hrs. per institution @ $20 per hr.

Supervise Stu “nt/Parent Interviewers
Telephone Time .1 hr. per interview @ $20 per tr.

LAl estimates of dollars and cents costs are based on 1982 prices.
2The $20 per hour rate assumes a WATS or similar system.

3Use number out of parenthesis if sample is selected from lists
received from institutions prior to site visits. {se number in parenthesis if
sample is selected on-site,

¢

¥Calculate the nu.nier of instruments to be printed as follows:
Recipient sample size x 4

Sincludes air travel, car rental, and subsistence.
D-18
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APPENDIX D-2

OTHER DIRECT COSTS

BY TASK
(continued)

VARIABLE COST TASKS (continued)

Code/Edit Institution Forms
Data Entryé
Computer Time

Code/Edit Student/Parent Forms
Data Entry
Computer Time

Release/Receive/File Secondary Forms

Postage’
Retrieval8

Code/Edit Secondary Forms

Data Entry
Computer Time

FIXED COST TASKS

Select Sample
Reproduction

Computer Time

Develop Instruments
Local Travel

158 cards per institution @ 25¢ per card
.03 CPU hrs. per institution @ $550 per hr.

9 cards per interview @ 25¢ per card
092 CPU hrs. per interview @ $550 per hr.

80¢ per request form
$1 per request

| card par instrument @ 25¢ per card
-.0001 CPU hrs. per instrument @ $550 per hr.

25 copies of sampling plan @ 50 pgs. each

@ 7¢/page = $ 83
One hour @ $550/hr. =S 550

12 trips for field testing @ 40 miles each .
@ 22.5¢/mile =$ 108

615 record abstracts @ 10 cards each plus | interview questionnaire @ 8 cards = 158

cards per institution.

7Calculate the number of request forms as follows:

Recipient sample x .5

8Calculate the number of request fees as follows:

Recipient sample x .33



APPENDIX D-2

Train Student/Parent Interviewers
Reproduction

Supplies

Supervise Institution Data Collectors

Air Travel
Car Rental
Subsistence

Supervise Student/Parent Interviewers

Air Travel
Car Rental
Subsistance

OTHER DIRECT COSTS
BY TASK
(continued)
FIXED COST TASKS (continued) ’
Recruit Institution Data Collectors
Advertising 6 advertisements @ $1,000/ad.
Air Travel 3 trips @ $370/trip
Car Rental 3 days @ $35/day
Subsistence 3 days @ $60/day
Telephone Time 20 calls @ .5 hes./call @ $20/hr.
Recruit Student/Parent Interviewers
Advertising 3 advertisements @ $1,000/ad.
Telephone Time 10 calls @ .5 hrs./call @ $20/hr.
Train/Debrief Institution Data Collectors
Air Travel 10 interviewers @ 2 trips each
@ $379/trip
Lodging 10 interviewers @ 6 nights each
@ $45/night
Reproduction 50 copies of training manuals @
70 pages each @ 7¢/page
Suppli=s 10 interviewers @ Sl 5/interviewer

250 copies of training manuals

@ 250 pgs. each @ 7¢/page
200 interviewers @ $2/interviewer

20 trips @ $370/trip
40 days @ $35/day
40 days (@ $60/day

48 crips @ $372/trip
96 days (@ $35/day
96 days @ $60/day

W\
1
N

D-20

= § 6,000
= s 1'110
=$ 105
=S 180
=$ 200
- § 3,000
= $ 100
= $§ 7,400
= $ 2,700
=8 245
= $ 150
= 5 “,375
=S 400
= $ 7,400
= $ 1,400
= $ 2,400
= $§17,760
= § 3,360
= s 5’760



APPENDIX D-2

OTHER DIRECT COSTS
BY TASK
(continued)

FIXED COST TASKS (continued)

Analyze/Report Data

Computer Time * 50 CPU hrs. @ $550/hr.
Reproduction 15 copies of Draft Analysis Plan

@ 30 pgs. each @ 7¢/page

13 copies of Final Analysis Plan
@ 30 pgs. each @ 7¢/page

15 copies of Draft Final Report
@ 400 pgs. each @ 7¢/page

50 copies of Final Report
@ 400 pgs. each @ 7¢/page

Local Travel 40 trips @ 49 miles each
@ 22.5¢/mile

TOTAL FIXED OTHER DIRECT COSTS

256

D-21




LABOR

VARIABLE

FIXED

OTHER DIRECT COSTS

VARIABLE

FIXED

APPENDIX D-3

GUIDELINES FOR ESTIMATING
RESOURCE REQUIREMENTS FOR
TELEPHONE INTERVIEWING OF
STUDENTS AND PARENTS

1. Interviewing: 1.75 hrs./phone interview compared
to 8 hrs./in-person interview

2.  Coding/Editings .5 hrs./phone interview comparéd
to .7 hrs./in-person interview

1.  Training: 3,280 total hours to train interviewing
staff (assumes 40 trainees) compared to 9,220
hours to train field interviewers (assumes 200
trainees)

L. Interviewing: Telephone time replaces travel as
the major cost item associated with interviewing:
1.5 hrs./interview @ $20/hr.

2. Supervision of Interviewers: No travel and long
distance  telephone time  associated with
supervision of telephone interviewers

I.  Survey Management System: $10,000

20

Training: Since there are fewer phone interviewers
{assume 40) than field interviewers (assume 200) to
train, reproduction and supply costs are lower:

Reproduction for training § ,575
Supplies $ 80



